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# A NOTE ON TRANSVERSAL HYPERSURFACES OF ALMOST HYPERBOLIC CONTACT MANIFOLDS 

Rajendra Prasad, Amit Kumar Rai, M. M. Tripathi, and S. S. Shukla

AbStract.Transversal hypersurfaces of trans hyperbolic contact manifolds are studied. It is proved that transversal hypersurfaces of almost hyperbolic contact manifold admits an almost product structure and each transversal hypersurfaces of almost hyperbolic contact metric manifold admits an almost product semi-Riemannian structure. The fundamental 2-form on the transversal hypersurfaces of cosymplectic hyperbolic manifold and $(\alpha, 0)$ trans hyberbolic Sasakian manifold with hyperbolic $(f, g, u, v, \lambda)$-structure are closed. It is also proved that transversal hypersurfaces of trans hyperbolic contact manifold admits a product structure. Some properties of transversal hypersurfaces are proved.

## 1. INTRODUCTION

Almost contact metric manifold with an almost contact metric structure is very well explained by Blair [1]. In [20], S. Tanno gave a classification for connected almost contact metric manifolds whose automorphism groups have the maximum dimension. For such a manifold, the sectional curvature of plane sections containing $\xi$ is a constant, say $c$. He showed that they can be divided into three classes : (1) Homogenous normal contact Riemannian manifolds with $c>0,(2)$ global Riemannian products of a line or a circle with a Kaehler manifold of constant holomorphic sectional curvature if $c=0$ and

[^0](3) a warped product space $R \times_{f} C^{n}$ if $c<0$. It is known that the manifolds of class (1) are characterized by some tensorial relations admitting a contact structure. Kenmotsu [10] characterized the differential geometric properties of the third case by tensor equation $\left(\bar{\nabla}_{X} \phi\right) Y=g(\phi X, Y) \xi-\eta(Y) \phi X$. The structure so obtained is now known as Kenmotsu structure. In general, these structures are not Sasakian [10].

Oubina studied a new class of almost contact Riemannian manifold known as trans-Sasakian manifold [8] which generalizes both $\alpha$-Sasakian [8] and $\beta$-Kenmotsu [8] structure.
M. D. Upadhayay studied almost contact hyperbolic $(f, g, \eta, \xi)$ - structure [21]. Bhatt and Dubey studied on CR-submanifolds of trans hyperbolic contact manifold [3]. B. Y. Chen studied Geometry of submanifolds and its applications. Sci. Univ Tokyo. Tokyo, 1981. [5]. R. Prasad, M. M. Tripathi, J. S. Kim and J-H. Cho., studied some properties of submanifolds of almost contact manifold [15], [16], [17], [18], [19].

Let $\bar{M}$ be an $2 n+1$ dimensional manifold with almost hyperbolic contact metric structure $(\phi, \xi, \eta, g)$ where $\phi$ is a tensor field of type $(1,1), \xi$ is a vector field, $\eta$ is a 1 -form and $g$ is the semi Riemannian metric on $\bar{M}$. Then the following conditions [21] are satisfied

$$
\begin{equation*}
\phi^{2} X=X+\eta(X) \xi, \quad \phi \xi=0, \quad \eta \circ \phi=0, \quad \eta(\xi)=-1 \tag{1.1}
\end{equation*}
$$

$$
\begin{equation*}
g(\phi X, \phi Y)=-g(X, Y)-\eta(X) \cdot \eta(Y) \tag{1.2}
\end{equation*}
$$

$$
\begin{equation*}
g(\phi X, Y)=-g(X, \phi Y) \tag{1.3}
\end{equation*}
$$

for vector fields $X, Y$ on $\bar{M}$. An almost hyperbolic contact metric structure $(\phi, \xi, \eta, g)$ on $\bar{M}$ is called trans hyperbolic contact [3] if and only if

$$
\begin{equation*}
\left(\bar{\nabla}_{X} \phi\right) Y=\alpha\{g(X, Y) \xi-\eta(Y) X\}+\beta\{g(\phi X, Y) \xi-\eta(Y) \phi X\} \tag{1.4}
\end{equation*}
$$

for all smooth vector fields $X, Y$ on $\bar{M}$ and $\alpha, \beta$ non zero constant, where $\bar{\nabla}$ is the Levi-civita connection with respect to $g$. From (1.4) it follows that

$$
\begin{equation*}
\bar{\nabla}_{X} \xi=\alpha \phi X+\beta(X+\eta(X) \xi), \tag{1.5}
\end{equation*}
$$

for all smooth vector fields $X, Y$ on $\bar{M}$.

## 2. Transversal hypersurface

Let $M$ be a hypersurface of an almost hyperbolic contact manifold $\bar{M}$ equipped with an almost hyperbolic contact structure $((\phi, \xi, \eta)$. We assume that the structure vector field $\xi$ never belongs to tangent space of the hypersurface $M$, such that a hypersurface is called a transversal hypersurface of an almost contact manifold. In this case the structure vector field $\xi$ can be taken as an affine normal to the hypersurface. Vector field $X$ on $M$ and $\xi$ are linearly independent, therefore we may write

$$
\begin{equation*}
\phi X=F(X)+\omega(X) \xi \tag{2.1}
\end{equation*}
$$

where $F$ is a $(1,1)$ tensor field and $\omega$ is a 1 -form on $M$.
From (2.1)

$$
\phi \xi=F \xi+\omega(\xi) \xi
$$

or,

$$
\begin{gather*}
0=F \xi+\omega(\xi) \xi \\
\phi^{2} X=F(\phi X)+\omega(\phi X) \xi  \tag{2.2}\\
X+\eta(X) \xi=F(F X+\omega(X) \xi+\omega(F X+\omega(X) \xi) \xi) \\
X+\eta(X) \xi=F^{2} X+(\omega \circ F)(X) \xi \tag{2.3}
\end{gather*}
$$

Taking account of equation (2.3), we get

$$
\begin{align*}
& F^{2} X=X  \tag{2.4}\\
& F^{2}=I  \tag{2.5}\\
& \eta=\omega \circ F
\end{align*}
$$

Thus we have
Theorem 2.1. Each transversal hypersurface of an almost hyperbolic contact manifold admits an almost product structure and a 1 -form $\omega$.

From (2.4) and (2.5), it follows that

$$
\begin{gather*}
\eta=\omega \circ F \\
\eta(F X)=(\omega \circ F) F X \\
\eta(F X)=\omega\left(F^{2} X\right) \\
(\omega \circ F) X=\omega(X) \\
\omega=\eta \circ F \tag{2.6}
\end{gather*}
$$

Now, we assume that $\bar{M}$ admits an almost hyperbolic contact metric structure ( $\phi, \xi, \eta, g$ ). We denote by $g$ the induced metric on $M$ also. Then for all $X, Y \in T M$, we obtain

$$
\begin{equation*}
g(F X, F Y)=-g(X, Y)-\eta(X) \cdot \eta(Y)+\omega(X) \omega(Y) \tag{2.7}
\end{equation*}
$$

We define a new metric $G$ on the transversal hypersurface given by

$$
\begin{equation*}
G(X, Y)=g(\phi X, \phi Y)=-g(X, Y)-\eta(X) \cdot \eta(Y) . \tag{2.8}
\end{equation*}
$$

So,

$$
\begin{aligned}
G(F X, F Y) & =-g(F X, F Y)-\eta(F X) \cdot \eta(F Y) \\
& =-g(X, Y)-\eta(X) \cdot \eta(Y)+\omega(X) \omega(Y)-(\eta \circ F)(X)(\eta \circ F)(Y) \\
& =-g(X, Y)-\eta(X) \cdot \eta(Y)+\omega(X) \omega(Y)-\omega(X) \omega(Y) \\
& =-g(X, Y)-\eta(X) \cdot \eta(Y)=G(X, Y)
\end{aligned}
$$

Then, we get

$$
\begin{equation*}
G(F X, F Y)=G(X, Y), \tag{2.9}
\end{equation*}
$$

where equation (2.4), (2.6), (2.7) and (2.8) are used.
Then $G$ is semi Riemannian metric on $M$. that is $(F, G)$ is an almost product semi-Riemannian structure on the transversal hypersurface $M$ of $\bar{M}$ . Thus, we are able to state the following.

Theorem 2.2. Each transversal hypersurface of an almost hyperbolic contact manifold admits an almost product semi-Riemannian structure. We now assume that $M$ is orientable and choose a unit vector field $N$ of $\bar{M}$, normal to $M$. Then Gauss and Weingarten formulae are given respectively by

$$
\begin{gather*}
\bar{\nabla}_{X} Y=\nabla_{X} Y+h(X, Y) N, \quad(X, Y \in T M)  \tag{2.10}\\
\bar{\nabla}_{X} N=-H X \tag{2.11}
\end{gather*}
$$

where $\bar{\nabla}$ and $\nabla$ are respectively the Levi-civita and induced Levi-civita connections in $\bar{M}, M$ and $h$ is the second fundamental form related to $H$ by

$$
\begin{equation*}
h(X, Y)=g(H X, Y), \tag{2.12}
\end{equation*}
$$

for any vector field $X$ tangent to $M$, defining

$$
\begin{gather*}
\phi X=f X+u(X) N,  \tag{2.13}\\
\phi N=-U,  \tag{2.14}\\
\xi=V+\lambda N,  \tag{2.15}\\
\eta(X)=v(X), \\
\lambda=\eta(N)=g(\xi, N), \tag{2.16}
\end{gather*}
$$

for $X \in T M$ we get an induced hyperbolic $(f, g, u, v, \lambda)$-structure on the transversal hypersurface such that

$$
\begin{gather*}
f^{2}=I+u \otimes U+v \otimes V  \tag{2.17}\\
f U=-\lambda V, \quad f V=\lambda U  \tag{2.18}\\
u \circ f=\lambda v, \quad v \circ f=-\lambda U  \tag{2.19}\\
u(U)=-1-\lambda^{2}, \quad u(V)=v(U)=0, \quad v(V)=-1-\lambda^{2}  \tag{2.20}\\
g(f X, f Y)=-g(X, Y)-u(X) u(Y)-v(X) v(Y)  \tag{2.21}\\
g(X, f Y)=-g(f X, Y), \quad g(X, U)=u(X), \quad g(X, V)=v(X), \tag{2.22}
\end{gather*}
$$

for all $X, Y \in T M$, where

$$
\begin{equation*}
\lambda=\eta(N) \tag{2.23}
\end{equation*}
$$

Thus, we see that every transversal hypersurface of an almost hyperbolic contact metric manifold also admits a hyperbolic $(f, g, u, v, \lambda)$-structure. Next we find relation between the induced almost product structure $(F, G)$ and the induced hyperbolic $(f, g, u, v, \lambda)$-structure on the transversal hypersurface of an almost hyperbolic contact metric manifold. In fact, we have the following

Theorem 2.3. Let $M$ be a transversal hypersurface of an almost hyperbolic contact metric manifold $\bar{M}$ equipped with almost hyperbolic contact metric structure $(\phi, \xi, \eta, g)$ and induced almost product structure $(F, G)$.

Then we have

$$
\begin{gather*}
\lambda w=u  \tag{2.24}\\
F=f-\frac{1}{\lambda} u \otimes V  \tag{2.25}\\
F U=\frac{1}{\lambda} V  \tag{2.26}\\
u o F=u o f=\lambda v  \tag{2.27}\\
F V=f V=\lambda U  \tag{2.28}\\
u o F=\frac{1}{\lambda} u \tag{2.29}
\end{gather*}
$$

Proof.

$$
\begin{gather*}
\phi X=F X+\omega(X) \xi \\
\xi=V+\lambda N \\
\phi X=F X+\omega(X) V+\lambda \omega(X) N  \tag{2.30}\\
\phi X=f X+u(X) N \tag{2.31}
\end{gather*}
$$

From equation (2.30) and (2.31) we have

$$
\lambda \omega X=u(X), \quad \omega(X)=\frac{1}{\lambda} u(X)
$$

$$
\begin{gathered}
F X=f X-\omega(X) V, \\
F X=f X-\frac{1}{\lambda} u(X) V, \\
F=f-\frac{1}{\lambda} u \otimes v,
\end{gathered}
$$

which is equation (2.25).

$$
\begin{aligned}
(u o F)(X)=(u o f)(X) & -\frac{1}{\lambda} u(X) u(V), \quad u(V)=0, \\
u o F & =u o f=\lambda v,
\end{aligned}
$$

which is equation (2.27).

$$
\begin{gathered}
F U=f V-\frac{1}{\lambda} u(v) V \\
F U=-\lambda V-\frac{1}{\lambda}\left(-1-\lambda^{2}\right) V=\frac{1}{\lambda} V \\
F U=\frac{1}{\lambda} V
\end{gathered}
$$

which is equation (2.26).

$$
\begin{aligned}
&(u o F)(X)=(u o f)(X)-\frac{1}{\lambda} u(X) u(V) \\
&=(u o f)(X)-\frac{1}{\lambda} u(X)\left(-1-\lambda^{2}\right) \\
&=-\lambda u(X)+\frac{1}{\lambda} u(X)+\lambda u(X) \\
&= \frac{1}{\lambda} u(X) \\
& u o F=\frac{1}{\lambda} u \\
& F V=f V-\frac{1}{\lambda} u(V) V=f V=\lambda U
\end{aligned}
$$

which is equation (2.28) here equations (2.18), (2.19), (2.20), (2.21), (2.22), (2.23) are used.

Lemma 2.4. Let $M$ be a transversal hypersurface with hyperbolic ( $f, g, u, v, \lambda$ )structure of an almost hyperbolic contact metric manifold $\bar{M}$. Then
$\left(\bar{\nabla}_{X} \phi\right) Y=\left(\left(\nabla_{X} f\right) Y-u(Y) H X+h(X, Y) U\right)+\left(\left(\bar{\nabla}_{X} u\right) Y+h(X, f Y) N\right)$

$$
\begin{equation*}
\bar{\nabla}_{X} \xi=\nabla_{X} V-\lambda H X+(h(X, V)+X \lambda) N \tag{2.33}
\end{equation*}
$$

$$
\begin{align*}
& \left(\bar{\nabla}_{X} \phi\right) N=\left(-\nabla_{X} U+f H X\right)  \tag{2.34}\\
& \left(\bar{\nabla}_{X} \eta\right) Y=\nabla_{X} u+\lambda h(X, Y) \tag{2.35}
\end{align*}
$$

for all $X, Y \in T M$. The proof is straight forward and hence omitted.

## 3. TRANSVERSAL HYPERSURFACES OF COSYMPLECTIC HYPERBOLIC MANIFOLD

Trans-Sasakian structures of type $(\alpha, 0)$ are called $\alpha$-Sasakian and transSasakian structures of type $(0, \beta)$ are called $\beta$-Kenmotsu structures. TransSasakian structures of type $(0,0)$ are called cosymplectic structures.

Theorem 3.1. Let $M$ be a transversal hypersurfaces with hyperbolic $(f, g, u, v, \lambda)$-structure of a hyperbolic cosymplectic manifold $\bar{M}$. Then

$$
\begin{equation*}
\left(\nabla_{X} f\right) Y=u(Y) H X-h(X, Y) U, \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\left(\nabla_{X} u\right) Y=-h(X, f Y), \tag{3.2}
\end{equation*}
$$

$$
\begin{gather*}
\nabla_{X} V=\lambda H X,  \tag{3.3}\\
h(X, V)=-X \lambda,  \tag{3.4}\\
\nabla_{X} U=f H X,  \tag{3.5}\\
\left(\nabla_{X} v\right)=\lambda h(X, Y), \tag{3.6}
\end{gather*}
$$

for all $X, Y \in T M$.

Proof. Using (1.4), (2.13), (2.15) in (2.32), we obtain

$$
\left(\left(\nabla_{X} f\right) Y-u(Y) H X+h(X, Y) U\right)+\left(\left(\nabla_{X} u\right) Y+h(X, f Y)\right) N=0
$$

Equating tangential and normal parts in the above equation, we get (3.1) and (3.2) respectively. Using (1.5) and (2.15) in (2.33), we have

$$
\left(\nabla_{X} V-\lambda H X\right)+(h(X, V)+X \lambda) N=0
$$

Equating tangential and normal parts we get (3.3) and (3.4) respectively. Using (1.4), (2.14) and (2.15) in (2.34) and equating tangential, we get (3.5). In the last (3.6) follows from (2.35).

Theorem 3.2. If $M$ be a transversal hypersurface with hyperbolic $(f, g, u, v, \lambda)$ structure of a hyperbolic cosymplectic manifold, then the 2 -form $\Phi$ on $M$ is given by

$$
\Phi(X, Y) \equiv g(X, f Y)
$$

is closed.

Proof. From (3.1) we get

$$
\left(\nabla_{X} \Phi\right)(Y, Z)=h(X, Y) u(Z)-h(X, Z) u(Y),
$$

which gives

$$
\left(\nabla_{X} \Phi\right)(Y, Z)+\left(\nabla_{Y} \Phi\right)(Z, X)+\left(\nabla_{Z} \Phi\right)(X, Y)=0 .
$$

Hence the theorem is proved.

Theorem 3.3. If $M$ is a transversal hypersurface with almost product semiRiemannian structure ( $F, G$ ) of a hyperbolic cosymplectic manifold. Then the 2 -form $\Omega$ on $M$ is given by

$$
\Omega(X, Y)=G(X, f Y)
$$

is closed.
Using (3.1), we calculate the Nijenhuis tensor

$$
[F, F]=\left(\nabla_{F X} F\right) Y-\left(\nabla_{F Y} F\right) X-F\left(\nabla_{X} F\right) Y+F\left(\nabla_{Y} F\right) X
$$

and find that $[F, F]=0$.
Therefore, in view of theorem (3.2), we have
Theorem 3.4. Every transversal hypersurface of a trans hyperbolic cosymplectic manifold, admits product structure.

## 4. TRANSVERSAL HYPERSURFACES OF TRANS HYPERBOLIC SASAKIAN MANIFOLDS

Theorem 4.1. Let $M$ be a transversal hypersurface with hyperbolic $(f, g, u, v, \lambda)-$ structure of a trans hyperbolic Sasakian manifold $\bar{M}$. Then

$$
\begin{aligned}
\left(4.11 \nabla_{X} f\right) Y= & \alpha(g(X, Y) V-v(Y) X) \\
& +\beta(g(f X, Y) V-v(Y) f X)+u(Y) H X-h(X, Y) U
\end{aligned}
$$

(4.2) $\quad\left(\nabla_{X} u\right) Y=\alpha \lambda g(X, Y)+\beta(\lambda g(f X, Y)-u(X) v(Y))-h(X, f Y)$.

$$
\begin{gather*}
\nabla_{X} V=\lambda H X-\alpha f X+\beta(X-v(X) V)  \tag{4.3}\\
h(X, V)=\alpha u(X)-\beta \lambda v(X)-X \lambda .  \tag{4.4}\\
\nabla_{X} U=f H X-\alpha \lambda X+\beta(\lambda f X-u(X) V)  \tag{4.5}\\
\left(\nabla_{X} v\right)=\lambda h(X, Y)-\alpha g(f X, Y)+\beta(g(X, Y)-v(X) v(Y)) \tag{4.6}
\end{gather*}
$$

for all $X, Y \in T M$.

Proof. Using (1.4), (2.13), (2.15) in (2.32), we obtain

$$
\begin{aligned}
& \left(\left(\nabla_{X} f\right) Y-u(Y) H X+h(X, Y) U\right)+\left(\left(\nabla_{X} u\right) Y+h(X, f Y)\right) N \\
= & \alpha(g(X, Y) V-v(Y) X)+\beta(g(f X, Y) V-v(Y) f X) \\
& +\alpha \lambda g(X, Y)+\beta \lambda g(f X, Y)-u(X) v(Y) .
\end{aligned}
$$

Equating tangential and normal parts in the above equation, we get (4.1) and (4.2) respectively. Using (1.5) and (2.15) in (2.33), we have

$$
\begin{aligned}
& \left(\nabla_{X} V-\lambda H X\right)+(h(X, V)+X \lambda) N \\
= & -\alpha f X+\beta(X-v(X) V)-(\alpha u(X)+\beta \lambda v(X)) N .
\end{aligned}
$$

Equating tangential and normal parts we get (4.3) and (4.4) respectively. Using (1.4), (2.14) and (2.15) in (2.34) and equating tangential parts, we get (4.5) in the last (4.6) follows from (2.35).

Theorem 4.2. If $M$ be a transversal hypersurface with hyperbolic ( $f, g, u, v, \lambda$ )structure of a $(\alpha, 0)$ trans hyperbolic Sasakian manifold, then the 2 -form $\Phi$ on $M$ is given by

$$
\Phi(X, Y)=g(X, f Y)
$$

is closed.

Proof. From (4.1) we get

$$
\begin{aligned}
\left(\nabla_{X} \Phi\right)(Y, Z)= & -\alpha(g(X, Y) v(Z)-g(X, Z) v(Y)) \\
& -\beta(g(f X, Y) v(Z)-g(f X, Z) v(Y)) \\
& +h(X, Y) u(Z)-h(X, Z) u(Y)
\end{aligned}
$$

which gives

$$
\begin{aligned}
& \left(\nabla_{X} \Phi\right)(Y, Z)+\left(\nabla_{Y} \Phi\right)(Z, X)+\left(\nabla_{Z} \Phi\right)(X, Z) \\
= & 2 \beta(\Phi(X, Y) \eta(Z)+\Phi(Y, Z) \eta(X)+\Phi(Z, X) \eta(Y))
\end{aligned}
$$

If $\beta=0$, then

$$
\left(\nabla_{X} \Phi\right)(Y, Z)+\left(\nabla_{Y} \Phi\right)(Z, X)+\left(\nabla_{Z} \Phi\right)(X, Z)=0
$$

that is

$$
d \Phi=0
$$

Hence the theorem is proved.

Theorem 4.3. If $M$ is a transversal hypersurface with almost product semiRiemannian structure $(F, G)$ of a $(\alpha, 0)$ trans hyperbolic Sasakian manifold. Then 2 -form $\Omega$ on $M$ is given by

$$
\Omega(X, Y)=G(X, F Y)
$$

is closed.

Using (4.1), we calculate the Nijenhuis tensor

$$
[F, F]=\left(\nabla_{F X} F\right) Y-\left(\nabla_{F Y} F\right) X-F\left(\nabla_{X} F\right) Y+F\left(\nabla_{Y} F\right) X
$$

and find that

$$
[F, F]=0
$$

Therefore, in view of theorem 4.2, we have

Theorem 4.4. Every transversal hypersurface of a trans hyperbolic Sasakian manifold admits a product structure.
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# A CONSEQUENCE OF THE LAURENT DECOMPOSITION 

Ibtesam Bajunaid

Abstract. Given an analytic function $f$ outside a compact set in the complex plane, there exists a unique entire function $g$ such that $g-f$ tends to 0 at the point at infinity.

In the complex plane, consider $f(z)=\frac{z^{4}+2}{z^{2}-1}$ which is analytic in $|z|>1$. Let $g(z)=z^{2}+1$ which is an entire function. Remark that $|f(z)-g(z)|=$ $\frac{3}{\left|z^{2}-1\right|} \rightarrow 0$ when $|z| \rightarrow \infty$. Another such example is $\frac{e^{z}}{z}$ which is analytic outside the origin. If $g(z)=\sum_{n=1}^{\infty} \frac{z^{n-1}}{n!}$, then $g(z)$ is an entire function such that $|f(z)-g(z)|=\frac{1}{|z|} \rightarrow 0$ when $|z| \rightarrow \infty$. These examples prompt the question: for any analytic function $f(z)$ defined outside a compact set in the complex plane, can we construct an entire function $g(z)$ such that $|f(z)-g(z)| \rightarrow 0$ when $|z| \rightarrow \infty$ ? We show that the answer is yes by making use of the following generalized version of the Laurent theorem. For the classical representation of this series development in an annular region, see for example [3, Section 2.4].

Theorem 0.1. In the complex plane, let $K$ be a compact set and $\omega$ be an open set such that $K \subset \omega$. Assume that there is an open disc $D$ such that $K \subset D \subset \bar{D} \subset \omega$. Suppose $f$ is analytic on $\omega \backslash K$. Then $f=f_{1}+f_{2}$ on $\omega \backslash K$, where $f_{1}$ is analytic on $\omega$ and $f_{2}$ is analytic on $K^{c}$ tending to 0 at the point at infinity. This decomposition is unique.

Proof. Without loss of generality, let us assume that the disc $D=\{z:|z|<r\}$. Let $r_{1}$ and $r_{2}$ be numbers such that $r_{2}<r<r_{1}, K \subset\left\{z:|z|<r_{2}\right\}$ and $\left\{z:|z|<r_{1}\right\} \subset \omega$. By Laurent series expansion, $f(z)=s_{1}(z)+s_{2}(z)$ for $r_{2}<|z|<r_{1}$, where $s_{1}$ is analytic on $|z|<r_{1}$ and $s_{2}$ is analytic on $|z|>r_{2}$

[^1]with a removable singularity at the point at infinity. Let $\lim _{z \rightarrow \infty} s_{2}(z)=\alpha$. Write $t_{1}=s_{1}+\alpha$ and $t_{2}=s_{2}-\alpha$. Then $f=t_{1}+t_{2}$ for $r_{2}<|z|<r_{1}$ and $t_{2}$ tends to 0 at the point at infinity.

Define

$$
f_{1}=\left\{\begin{array}{cc}
f-t_{2} & \text { if }|z|>r_{2} \text { and } z \in \omega \\
t_{1} & \text { if }|z|<r_{1} .
\end{array}\right.
$$

Then $f_{1}$ is a well-defined analytic function on $\omega$.
Define

$$
f_{2}=\left\{\begin{array}{cc}
f-t_{1} & \text { if }|z|<r_{1} \text { and } z \notin K \\
t_{2} & \text { if }|z|>r_{2} .
\end{array}\right.
$$

Then $f_{2}$ is analytic on $K^{c}$, tending to 0 at the point at infinity, Moreover, $f=f_{1}+f_{2}$ on $\omega \backslash K$.

For the uniqueness, note that if $f=h_{1}+h_{2}$ is another such decomposition, then

$$
\varphi= \begin{cases}f_{1}-h_{1} & \text { on } \omega \\ h_{2}-f_{2} & \text { on } K^{c}\end{cases}
$$

is an entire function tending to 0 at the point at infinity. Hence $\varphi \equiv 0$.

A consequence: Let $f$ be and analytic function defined outside a compact set in the complex plane. Then there exists a unique entire function $g$ such that $g-f$ tends to 0 at the point at infinity.

Proof. The uniqueness of $g$ is easy to see. For, if $g_{1}$ and $g_{2}$ are two entire functions such that $g_{1}-f$ and $g_{2}-f$ tend to 0 at the point at infinity, then $g_{1}-g_{2}$ tends to 0 at the point at infinity and hence $g_{1}-g_{2} \equiv 0$.

To prove the existence of $g$, let $f$ be defined as an analytic function outside a compact set $K$. Let $D$ be an open disc containing $K$. Then, by the above theorem, $f=f_{1}+f_{2}$ on $D \backslash K$, where $f_{1}$ is analytic on $D$ and $f_{2}$ is analytic on $K^{c}$ tending to 0 at the point at infinity.

Define

$$
g=\left\{\begin{array}{cc}
f-f_{2} & \text { if } z \notin K \\
f_{1} & \text { if } z \in D .
\end{array}\right.
$$

Then, $g$ is a well-defined entire function such that $g-f$ tends to 0 at the point at infinity.

However, an attempt to generalize the above result in the following form turns futile: Given a (real -valued) harmonic function $u$ outside a compact set in the complex plane, is it possible to find a harmonic function $v$ on the whole plane such that $|u(z)-v(z)| \rightarrow 0$ when $|z| \rightarrow \infty$ ? For example, consider $u(z)=\log |z|$ which is harmonic outside the origin. Assume that there is some harmonic function $v$ on the whole plane such that $|u(z)-v(z)| \rightarrow 0$ when $|z| \rightarrow \infty$. Then, this assumption leads to a contradiction. For, if such a function $v$ were to exist, then $v$ should be lower bounded on the plane and hence by the maximum principle it should be a constant $\alpha$. This means that $\alpha-\log |z| \rightarrow 0$ when $|z| \rightarrow \infty$. This is not possible.

Let $\omega$ be a bounded open set in $\mathbb{R}^{2}$ and $\Omega$ be an open set containing $\omega$. Let $f$ be a $C^{2}$ (continuously twice differentiable) function on $\Omega$. If $\frac{\partial g}{\partial n^{+}}(s)$ denotes the outer normal derivative at a point $s$ on $\partial \omega$, then $\int_{\partial \omega} \frac{\partial g}{\partial n^{+}}(s) d s$ is defined as the outward flux of $g$ on $\omega$. As a particular case of the Green's Formula, we see that $\iint_{\omega} \Delta g(x)=\int_{\partial \omega} \frac{\partial g}{\partial n^{+}}(s) d s$.

Suppose $h(z)$ is a harmonic function defined on $|z|>R$. Let $a, b$ be two positive numbers larger than $R$. Since $\Delta h(z)=0$ when $|z|>R$, we obtain from the Green's Formula on the annulus $\omega=\{z: a<|z|<b\}, \int_{|s|=a} \frac{\partial h}{\partial n^{-}}(s) d s+$ $\int_{|s|=b} \frac{\partial h}{\partial n^{+}}(s) d s=0$. This implies that $\int_{|s|=a} \frac{\partial h}{\partial n^{+}}(s) d s=\int_{|s|=b} \frac{\partial h}{\partial n^{+}}(s) d s$. Since $a$ and $b$ are arbitrary, the constant $\lambda=\int_{|s|=r} \frac{\partial h}{\partial n^{+}}(s) d s$ is independent of $r(>R)$. We define $\lambda$ as the flux at infinity of $h$.

Suppose $H$ is a harmonic function on $\mathbb{R}^{2}$. Then $\int_{|s|=r} \frac{\partial H}{\partial n^{+}}(s) d s=0$ for any $r>0$. Hence, the flux at infinity of $H$ is 0 . Suppose $b$ is a bounded harmonic function defined outside a compact set in $\mathbb{R}^{2}$. Then, $b(z)$ tends to a finite limit
when $|z| \rightarrow \infty$. Hence, using the inversion which preserves the harmonicity, $b(z)$ can be considered as a function harmonic at the point at infinity also (Brelot [4, p.195]) so that the flux at infinity of $b$ is 0 .

Let $u(z)$ be a harmonic function outside a compact set in the plane, then we can find a harmonic function $f(z)$ on the whole plane, a unique real number $\lambda$ and a bounded harmonic function $b(z)$ outside a compact set such that $u(z)=\lambda \log |z|+f(z)+b(z)$ outside a compact set. The constant $\lambda$ is the flux at infinity of the function $u$. (Brelot [4, p.194] has proved this result, by using a power series expansion of harmonic functions on the plane; in Anandam [1], this result is deduced from a general result in a locally compact space. See also, Axler [2, p.173])

Actually we can prove the following: Let $u(z)$ be a harmonic function defined outside a compact set in the plane. Then there exists a harmonic function $v(z)$ in the plane such that $|u(z)-v(z)| \rightarrow 0$ when $|z| \rightarrow \infty$ if and only if the flux at infinity of $u$ is 0 .

For, if $u$ is harmonic off some compact set and $\alpha$ is its flux, then $u$ is of the form $u(z)=\lambda \log |z|+f(z)+b(z)$. Since $b(z)$ is a bounded harmonic function outside a compact set, $b(z) \rightarrow \beta$, a finite value, when $|z| \rightarrow \infty$. Consequently, if the flux $\alpha=0$, then the harmonic function $v(z)=f(z)+\beta$ defined on the whole plane is such that $|u(z)-v(z)| \rightarrow 0$ when $|z| \rightarrow \infty$. Clearly $v(z)$ is unique, from the minimum principle.

Conversely, suppose there exists a harmonic function $v(z)$ on the complex plane such that $|u(z)-v(z)| \rightarrow 0$ when $|z| \rightarrow \infty$. Then, by using the representation of $u(z)$, we see that $|\lambda \log | z|+[f(z)-v(z)+\beta]+[b(z)-\beta]| \rightarrow 0$ when $|z| \rightarrow \infty$. If $\lambda \neq 0$, this will mean that $|\log | z\left|+\frac{1}{\lambda}[f(z)-v(z)+\beta]\right| \rightarrow 0$ when $|z| \rightarrow \infty$, which we have just seen is not possible. Hence, the flux $\lambda=0$.

Recall that when $g$ is an entire function, the quantity $M(r, g)$ denotes $\max _{|z|=r} \mid$ $g(z) \mid$, and ordg equals $\limsup _{r \rightarrow \infty} \frac{\log \log M(r, g)}{\log r}$ (see, Hille $[6, p .182]$ or Copson [5, p.165]).

The above mentioned consequence permits us to define the order of an analytic function even when it is defined only outside a compact set, thus
bringing out the fact that the notion of order of an entire function is introduced essentially to study the behavior of entire functions near the point at infinity. For, if $f(z)$ is an analytic function defined outside a compact set, then $f(z)=g(z)+b(z)$ in a neighborhood of the point at infinity, where $b(z)$ is bounded analytic outside a compact set tending to 0 at the point at infinity and $g(z)$ is a uniquely determined entire function. Hence, without ambiguity, we can define the order of $f(z)$ as $\operatorname{ordf}=o r d g$. When ordf is finite, we can use the Hadamard's factorization (Copson $[5, p .174]$ ) for $g(z)$ to obtain a representation for $f(z)$ outside a compact set up to an additive bounded analytic function. As a simple example, we prove the following result.

Proposition 0.1. Let $f(z)$ be an analytic function defined outside a compact set and $k \in \mathbb{N}$. Then there exists a polynomial $p(z)$ of degree $n \leq k$ such that $|f(z)-p(z)| \rightarrow 0$ when $|z| \rightarrow \infty$ if and only if $|f(z)| \leq A|z|^{k}$ for $|z| \geq R, R$ large.

Proof. Write as before $f(z)=g(z)+b(z)$ outside a compact set. If $|f(z)| \leq$ $A|z|^{k}$, then $|g(z)| \leq B|z|^{k}$. Then by Cauchy inequalities, $g(z)$ is a polynomial of degree $n \leq k$.

Conversely, if $p(z)$ is a polynomial of degree $n \leq k$, such that $\mid f(z)-$ $p(z) \mid \rightarrow 0$ when $|z| \rightarrow \infty$, then $|f(z)| \leq|p(z)|+$ a constant outside a compact set. Hence $|f(z)| \leq A|z|^{n} \leq A|z|^{k}$ for $|z| \geq R$, for large $R$.

It is known (see, for example Titchmarsh [7,p.284a]) that if an entire function $g(z)$ does not take the value $a$, then $a$ is an asymptotic value of $g$. (That is, there is a continuous curve from a given point to the point at infinity along which $g(z) \rightarrow a$ when $|z| \rightarrow \infty)$. Consequently, the following proposition is easy to establish.

Proposition 0.2. Let $f(z)$ be an analytic function defined outside a compact set. Then, either $\lim _{z \rightarrow \infty} f(z)$ is finite or $f(z)$ has the asymptotic value $\infty$.

Proof. Write $f(z)=g(z)+b(z)$ as before. If $f(z)$ is bounded, then the entire function $g(z)$ is bounded and hence a constant $\alpha$. Since $\lim _{z \rightarrow \infty} b(z)=0$, we conclude $\lim _{z \rightarrow \infty} f(z)=\alpha$. On the other hand, if $f(z)$ is not bounded,
then $g(z)$ is a non-constant entire function and hence $\lim _{z \rightarrow \infty} g(z)=\infty$ along a continuous curve going to infinity. Consequently, $f(z)$ has the asymptotic value $\infty$.
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# ON A NEW OPERATOR BASED ON A GRILL AND ITS ASSOCIATED TOPOLOGY 

B. ROY, M. N. MUKHERJEE, AND S. K. GHOSH


#### Abstract

In one of our earlier papers a topology $\tau_{\mathcal{G}}$ and certain associated concepts were studied, where the topology $\tau_{\mathcal{G}}$ was introduced in terms of an operator $\Phi_{\mathcal{G}}$, constructed from a grill $G$ on a topological space $(X, \tau)$. In this article we define a new operator $\Gamma$ by using the operator $\Phi_{\mathcal{G}}$, and undertake an investigation in respect of the operator $\Gamma$ via-a-vis the operator $\Phi_{\mathcal{G}}$. We ultimately show that $\Gamma$ induces another topology $\tau_{\Gamma(\mathcal{B})}$, constructed out of any given base $B$ of the topology $\tau$ or $\tau_{\mathcal{G}}$ and a grill $G$ on the ambient space $X$.


## 1. INTRODUCTION AND PREREQUISITES

In 1947, Choquet [2] initiated the idea of grills. Thereafter, in course of the last sixty years, different topological investigations have revealed that grills can be used as a highly technical appliance for manoeuvring many-a-course of study in mathematics, like the problems concerning proximity spaces and certain theories of extensions [7,1] and so on.

In an earlier paper [4], a topology $\tau_{\mathcal{G}}$ was introduced in terms of an operator $\Phi_{\mathcal{G}}$, constructed rather naturally from a grill $\mathcal{G}$ on a topological space $(X, \tau)$. In the said paper and also in [5, 6], a detailed description of the topology along with certain other associated ideas and many results thereof are laid down.

2000 AMS subject classification: 30C45.
Key words: Analytic, meromorphic, close to convex, differential subordination, differential operator.

In this paper we endeavour for an investigation along a similar course with the grill-associated topology, but with a new orientation. We introduce here a new operator $\Gamma$, defined in terms of the previously introduced operator $\Phi$, as a kind of dual of $\Phi$. We study some basic properties of this new operator, which helps us to derive a few equivalent expressions for the operator $\Gamma$ and a characterizing condition, in terms of $\Gamma$, for the suitability of a topology $\tau$ on $X$ for a given grill $\mathcal{G}$ on $X$. Some equivalent criteria for $\mathcal{G}$ to contain all the non-null members of $\tau$ are also established. Finally, we show that from a given grill $\mathcal{G}$ on a space $(X, \tau)$ and a given (open) base $\mathcal{B}$ for $\tau$, we can arrive at a new topology $\tau_{\Gamma(\mathcal{B})}$ on $X$, which is weaker than the given topology $\tau$ on $X$. The deliberation culminates with the interesting result that in terms of this method of construction, all the bases of $\tau$ and of the grill-based topology $\tau_{\mathcal{G}}$ give rise to the same topology.

We now recall a few concepts and certain result from [4], to be used in course of the deliberations that follow. We start with the definition of grill, as given by Choquet [2].
Definition 1.1. A collection $\mathcal{G}$ of nonempty subsets of a space $X$ is called a grill on $X$ if
(i) $A \in \mathcal{G}$ and $A \subseteq B \subseteq X \Rightarrow B \in \mathcal{G}$,
and (ii) $A, B \subseteq X$ and $A \cup B \in \mathcal{G} \Rightarrow A \in \mathcal{G}$ or $B \in \mathcal{G}$.
Henceforth by $\mathcal{G}$ and $\mathcal{P}(X)$ we shall denote a grill on a topological space $(X, \tau)$ (to be sometimes abbreviated as a 'space $X^{\prime}$ ) and the power set of $X$ respectively. For any $x \in X$, the set of all open sets of $(X, \tau)$ containing $x$, will be denoted by $\tau(x)$. The interior and closure of a subset $A$ in a space $X$ are denoted, as usual, by $\operatorname{int} A$ and $\operatorname{cl} A$ respectively.

Definition 1.2. [4] Let $\mathcal{G}$ be a grill on a topological space ( $X, \tau$ ). A mapping $\Phi: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$, denoted by $\Phi_{\mathcal{G}}(A, \tau)$ (for $A \in \mathcal{P}(X)$ ) or $\Phi_{\mathcal{G}}(A)$ or simply by $\Phi(A)$ (when there is no confusion regarding the topology $\tau$ and the grill $\mathcal{G}$, being used), is defined by $\Phi_{\mathcal{G}}(A)=\{x \in X: A \cap U \in \mathcal{G}$, for all $U \in \tau(x)\}$.

Result 1.3. [4] Let $(X, \tau)$ be a topological space.
(a) If $\mathcal{G}$ is a grill on $X$, then
(i) $A \subseteq B \subseteq X \Rightarrow \Phi(A) \subseteq \Phi(B)$;
(ii) $A \subseteq X$ and $A \notin \mathcal{G} \Rightarrow \Phi(A)=\varnothing$;
(iii) $\Phi(A \cup B)=\Phi(A) \cup \Phi(B)$, for any $A, B \subseteq X$;
(iv) $U \in \tau$ and $\tau \backslash\{\varnothing\} \subseteq \mathcal{G} \Rightarrow U \subseteq \Phi(U)$;
(v) $\Phi(A) \backslash \Phi(B)=\Phi(A \backslash B) \backslash \Phi(B)$, for any $A, B \subseteq X$;
(vi) $\Phi(\Phi(A)) \subseteq \Phi(A)=\operatorname{cl} \Phi(A) \subseteq \mathrm{cl} A$ for any $A \subseteq X$;
(vii) $\Phi(A \cup B)=\Phi(A)=\Phi(A \backslash B)$ for any $A, B \subseteq X$ with $B \notin \mathcal{G}$
(b) If $\mathcal{G}_{1}, \mathcal{G}_{2}$ be two grills on $X$ and $\mathcal{G}_{1} \subseteq \mathcal{G}_{2}$, then $\Phi_{\mathcal{G}_{1}}(A) \subseteq \Phi_{\mathcal{G}_{2}}(A)$, for any $A \subseteq X$.
Result 1.4. [4] Given a grill on a space $(X, \tau)$, the map $\Psi: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$, defined by $\Psi(A)=A \cup \Phi(A)$ (for $A \in \mathcal{P}(X)$ ), is a Kuratowski closure operator, giving rise to a topology $\tau_{\mathcal{G}}$ on $X$ for which $\mathcal{B}(\mathcal{G}, \tau)=\{V \backslash A: V \in \tau$ and $A \notin \mathcal{G}\}$ is an open base. Moreover, $\tau \subseteq \mathcal{B}(\mathcal{G}, \tau) \subseteq \tau_{\mathcal{G}}$.
Result 1.5. [4] If $\mathcal{G}$ is a grill on a space $(X, \tau)$ and $A \subseteq X$ such that $A \subseteq \Phi(A)$, then $\operatorname{cl} A=\tau_{\mathcal{G}}-\operatorname{cl} A=\operatorname{cl}(\Phi(A))=\Phi(A)$.

## 2. THE OPERATOR $\Gamma$

Here we first define the proposed operator $\Gamma$ and take up some basic associated results.

Definition 2.1. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. We define a map $\Gamma_{\mathcal{G}}: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$, given by $\Gamma_{\mathcal{G}}(A)=X \backslash \Phi(X \backslash A)$ for any $A \subseteq X$. We shall simply write $\Gamma(A)$ for $\Gamma_{\mathcal{G}}(A)$, assuming that the grill $\mathcal{G}$ under consideration is understood.
Remark 2.2. It follows from Result 1.3(a)(vi) that $\Gamma(A)$ is open in $(X, \tau)$ for any subset $A$ of $X$. Thus $\Gamma$ can be treated as a mapping from $\mathcal{P}(X)$ to $\tau$.
Note 2.3. In view of Result 1.3(b) it turns out that for two grills $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ on $X,\left(\mathcal{G}_{1} \subseteq \mathcal{G}_{2} \Rightarrow \Gamma_{\mathcal{G}_{1}}(A) \supseteq \Gamma_{\mathcal{G}_{2}}(A)\right)$. But for a given grill $\mathcal{G}$ on $X, \Gamma_{\mathcal{G}}$ is increasing in the sense that whenever $A \subseteq B \subseteq X$, then $\Gamma(A) \subseteq \Gamma(B)$. This is again an immediate consequence of Note 1.3(a)(i); however it may so happen that $\Gamma(A) \subseteq \Gamma(B)$ even if $A \nsubseteq B$. The following is an example to justify our contention.

Example 2.4. Consider the topological space ( $X, \tau$ ), where $X=\{a, b, c\}$ and $\tau=\{\varnothing, X,\{a\},\{b, c\}\}$ and let $\mathcal{G}=\{\{a\},\{c\},\{a, c\},\{a, b\},\{b, c\}, X\}$. Then $\mathcal{G}$ is a grill on $X$. Now, $\Phi(\{a\})=\{a\}$ and $\Phi(\{b\})=\varnothing$. Then $\Gamma(\{b, c\})=$
$X \backslash \Phi(\{a\})=\{b, c\}$ and $\Gamma(\{a, c\})=X \backslash \Phi(\{b\})=X$. Thus $\Gamma(\{b, c\}) \subseteq$ $\Gamma(\{a, c\})$ although $\{b, c\} \nsubseteq\{a, c\}$.

Some basic properties concerning the operator $\Gamma$ are now obtained.
Theorem 2.5. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$.
(a) If $U \in \tau_{\mathcal{G}}$, then $U \subseteq \Gamma(U)$.
(b) If $A, B \subseteq X$, then $\Gamma(A \cap B)=\Gamma(A) \cap \Gamma(B)$.
(c) If $A \subseteq X$ and $A \notin \mathcal{G}$, then $\Gamma(A)=X \backslash \Phi(X)$.
(d) If $A, B \subseteq X$ with $B \notin \mathcal{G}$, then $\Gamma(A)=\Gamma(A \backslash B)=\Gamma(A \cup B)$.
(e) If $A, B \subseteq X$ with $A \Delta B \notin \mathcal{G}$, then $\Gamma(A)=\Gamma(B)$ (where $A \Delta B$ denotes, as usual, the symmetric difference of $A$ and $B$ ).

Proof. (a) In fact, $U \in \tau_{\mathcal{G}} \Rightarrow \Phi(X \backslash U) \subseteq X \backslash U$ (by Result 1.4) $\Rightarrow U \subseteq$ $X \backslash \Phi(X \backslash U)=\Gamma(U)$.
(b) $\Gamma(A \cap B)=X \backslash \Phi(X \backslash(A \cap B))=X \backslash \Phi[(X \backslash A) \cup \Phi(X \backslash B)]$ (by Result $1.3(\mathrm{a})(\mathrm{iii}))=[X \backslash \Phi(X \backslash A)] \cap[X \backslash \Phi(X \backslash B)]=\Gamma(A) \cap \Gamma(B)$.
(c) $\Gamma(A)=X \backslash \Phi(X \backslash A)=X \backslash[\Phi(X \backslash A) \backslash \Phi(A)]$ (by Result 1.3(a)(ii)) $=$ $X \backslash[\Phi(X) \backslash \Phi(A)]$ (by Result $1.3(\mathrm{a})(\mathrm{v}))=X \backslash \Phi(X)$ (by Result 1.3(a)(ii)).
(d) $\Gamma(A \backslash B)=X \backslash \Phi((X \backslash A) \cup B)=X \backslash[\Phi(X \backslash A) \cup \Phi(B)]$ (by Result 1.3(a)(iii)) $=X \backslash \Phi(X \backslash A)$ (by Result $1.3(\mathrm{a})(\mathrm{ii}))=\Gamma(A)$.

Again, $\Gamma(A \cup B)=X \backslash \Phi(X \backslash(A \cup B))=X \backslash \Phi((X \backslash A) \backslash B)=X \backslash \Phi(X \backslash A)$ (by Result $1.3(\mathrm{a})(\mathrm{vii}))=\Gamma(A)$.
(e) Let $A \Delta B \notin \mathcal{G}$ so that $A \backslash B, B \backslash A \notin \mathcal{G}$. Then by using Result 1.3(a)(vii) we have, $\Gamma(A)=\Gamma((B \backslash(B \backslash A)) \cup(A \backslash B))=\Gamma(B \backslash(B \backslash A))=\Gamma(B)$.

Remark 2.6. From (b) of the above theorem we see that the operator $\Gamma$ is distributive over finite intersection. That this is not necessarily true for finite union is now shown below. Also, it is shown by the example following the next that for two sets $A, B$ in $X, \Gamma(A)=\Gamma(B)$ may be true even if $A \Delta B \in \mathcal{G}$, i.e., the converse of Theorem 2.5(e) need not hold.

Example 2.7. Let $X=\{a, b, c\}$ and $\tau=\{\varnothing,\{a, b\}, X\}$. Consider $\mathcal{G}=$ $\{\{a\},\{b\},\{a, b\},\{a, c\},\{b, c\}, X\}$ which is clearly a grill on the topological space $(X, \tau)$. Now, $\Phi(\{a, c\})=\{a, b, c\}=X=\Phi(\{b, c\})$ and $\Phi(\{c\})=\varnothing$.

Then $\Gamma(\{a\})=X \backslash \Phi(\{b, c\})=\varnothing, \Gamma(\{b\})=X \backslash \Phi(\{a, c\})=\varnothing$ and $\Gamma(\{a, b\})=$ $X \backslash \Phi(\{c\})=X$. Thus $\Gamma(\{a\}) \cup \Gamma(\{b\}) \neq \Gamma(\{a, b\})$.

Example 2.8. Let $X$ be an infinite set with the discrete topology $\tau$ (say) on $X$. Let $\mathcal{G}$ be the grill on $X$, given by $\mathcal{G}=\{A \subseteq X: A$ is infinite $\}$. Then $\Phi(\varnothing)=\Phi(X)=\varnothing$. Thus $\Gamma(X)=\Gamma(\varnothing)=X$, but $X \Delta \varnothing=X \in \mathcal{G}$.

We now derive two equivalent expressions for $\Gamma(A)$, where $A$ is any subset of a space $X$.

Theorem 2.9. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. Then for any $A \subseteq X$,
(a) $\Gamma(A)=\left\{x \in X: \exists U_{x} \in \tau(x)\right.$ such that $\left.U_{x} \backslash A \notin \mathcal{G}\right\} ;$ (b) $\Gamma(A)=\bigcup\{U \in$ $\tau: U \backslash A \notin \mathcal{G}\}$.

Proof. (a) $x \in \Gamma(A) \Leftrightarrow x \notin \Phi(X \backslash A) \Leftrightarrow \exists U_{x} \in \tau(x)$ such that $U_{x} \backslash A$ (= $\left.U_{x} \cap(X \backslash A)\right) \notin \mathcal{G} \Leftrightarrow x \in$ R.H.S.
(b) Let $A^{*}=\bigcup\{U \in \tau: U \backslash A \notin \mathcal{G}\}$. Now, $x \in A^{*} \Rightarrow \exists U \in \tau$ with $x \in U$ such that $U \backslash A \notin \mathcal{G} \Rightarrow \exists U \in \tau(x)$ such that $U \backslash A \notin \mathcal{G}$. Thus by (a) above, $x \in \Gamma(A)$.
From the expression of $\Gamma(A)$ in (a), it is clear that $\Gamma(A) \subseteq A^{*}$.

Remark 2.10. Let $\mathcal{G}=\mathcal{P}(X) \backslash\{\varnothing\}$, then by Theorem 2.9(b),
$\Gamma(A)=\bigcup\{U \in \tau: U \backslash A=\varnothing\}=\bigcup\{U \in \tau: U \subseteq A\}=\operatorname{int} A$, for any space $(X, \tau)$.

Corollary 2.11. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. Then for any $A \subseteq X, A \cap \Gamma(A)=\tau_{\mathcal{G}}-\operatorname{int} A$.

Proof. We have, $x \in A \cap \Gamma(A) \Rightarrow x \in A$ and $x \in \Gamma(A) \Rightarrow x \in A$ and $\exists U_{x} \in \tau(x)$ such that $U_{x} \backslash A \notin \mathcal{G}$ (by Theorem 2.9(a)) $\Rightarrow U_{x} \backslash\left(U_{x} \backslash A\right)$ is a basic $\tau_{\mathcal{G}}$-open neighbourhood of $x$ such that $U_{x} \backslash\left(U_{x} \backslash A\right) \subseteq A \Rightarrow x \in \tau_{\mathcal{G}}$-int $A$. Now, $x \in \tau_{\mathcal{G}}$-int $A \Rightarrow x \in A$. Again, $x \in \tau_{\mathcal{G}}$-int $A \Rightarrow \exists$ a basic $\tau_{\mathcal{G}}$-open neighbourhood $V_{x} \backslash B$ of $x$, where $V_{x} \in \tau$ and $B \notin \mathcal{G}$, such that $x \in V_{x} \backslash B \subseteq A$ $\Rightarrow V_{x} \backslash A \subseteq B$ and $V_{x} \backslash A \notin \mathcal{G}$ (as $B \notin \mathcal{G}$ ). So by Theorem 2.9(a), $x \in \Gamma(A)$. Thus $x \in A \cap \Gamma(A)$. So $A \cap \Gamma(A)=\tau_{\mathcal{G}}$-int $A$.

As a consequence of Theorem 2.9, we can have yet another expression for $\Gamma(A)$ when $A$ is an open set.

Theorem 2.12. Let $\mathcal{G}$ be a grill on a space $(X, \tau)$. Then for any open set $A$ of $X, \Gamma(A)=\bigcup\{U \in \tau: U \Delta A \notin \mathcal{G}\}$.

Proof. Let $A^{*}=\bigcup\{U \in \tau: U \Delta A \notin \mathcal{G}\}$. Then by Theorem 2.9(b), $A^{*} \subseteq \Gamma(A)$. Now, $x \in \Gamma(A) \Rightarrow \exists U \in \tau(x)$ such that $U \backslash A \notin \mathcal{G}$ (by Theorem 2.9(a)). Let $V=U \cup A \in \tau$. Then $V \Delta A=U \backslash A \notin \mathcal{G}$ and $x \in V \in \tau$. Thus $x \in A^{*}$.

From the results so far, we arrive at the following simple and alternative description of the topology $\tau_{\mathcal{G}}$ in terms of our introduced operator.

Theorem 2.13. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. Then $\tau_{\mathcal{G}}=$ $\{A \subseteq X: A \subseteq \Gamma(A)\}$.

Proof. Let $\sigma=\{A \subseteq X: A \subseteq \Gamma(A)\}$. We shall first show that $\sigma$ is a topology on $X$. In fact, $\varnothing \subseteq \Gamma(\varnothing) \Rightarrow \varnothing \in \sigma . \Gamma(X)=X \backslash \Phi(X \backslash X)=X \backslash \Phi(\varnothing)=$ $X \backslash \varnothing=X \Rightarrow X \in \sigma$.
Now, $A_{1}, A_{2} \in \sigma \Rightarrow A_{1} \subseteq \Gamma\left(A_{1}\right)$ and $A_{2} \subseteq \Gamma\left(A_{2}\right) \Rightarrow A_{1} \cap A_{2} \subseteq \Gamma\left(A_{1}\right) \cap \Gamma\left(A_{2}\right)$ $=\Gamma\left(A_{1} \cap A_{2}\right)$ (by Theorem 2.5(b) ). Again, $\left\{A_{\alpha}: \alpha \in \Lambda\right\} \in \sigma \Rightarrow A_{\alpha} \subseteq$ $\Gamma\left(A_{\alpha}\right)$ for each $\alpha \in \Lambda \Rightarrow A_{\alpha} \subseteq \Gamma\left(\cup_{\alpha \in \Lambda} A_{\alpha}\right)$ for each $\alpha \in \Lambda$ (by Note 2.3) $\Rightarrow \cup_{\alpha \in \Lambda} A_{\alpha} \subseteq \Gamma\left(\cup_{\alpha \in \Lambda} A_{\alpha}\right) \Rightarrow \cup_{\alpha \in \Lambda} A_{\alpha} \in \sigma$.
We shall now show that $\sigma=\tau_{\mathcal{G}}$. Indeed, $U \in \tau_{\mathcal{G}} \Rightarrow U \subseteq \Gamma(U)$ (by Theorem $2.5(\mathrm{a})) \Rightarrow U \in \sigma$.
Conversely, $A \in \sigma \Rightarrow A \subseteq \Gamma(A) \Rightarrow A=A \cap \Gamma(A)=\tau_{\mathcal{G}}$-int $A$ (by Corollary 2.11) $\Rightarrow A \in \tau_{\mathcal{G}}$.

## 3. CERTAIN CONDITIONS IN TERMS OF THE OPERATOR $\Gamma$

In [4] a condition, in terms of the topology of a space $X$ and a grill thereon, was formulated. It was observed that such a condition, when imposed on a grill $\mathcal{G}$, makes it in some sense more compatible with the topology of the space and the induced topology $\tau_{\mathcal{G}}$ more well behaved and suitable for application. In fact, an important topological result was also achieved by application of
this so called suitability condition. The said condition, as proposed in [4], goes as follows.
Definition 3.1. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. Then $\tau$ is said to be suitable for the grill $\mathcal{G}$ if for all $A \subseteq X, A \backslash \Phi(A) \notin \mathcal{G}$.

To facilitate our intended deliberation, let us recall the following equivalent descriptions of the above concept as found in [4]:

Theorem 3.2. For a grill $\mathcal{G}$ on a space $(X, \tau)$, the following are equivalent:
(a) $\tau$ is suitable for the grill $\mathcal{G}$.
(b) For any $\tau_{\mathcal{G}}$-closed subset $A$ of $X, A \backslash \Phi(A) \notin \mathcal{G}$.
(c) Whenever for any $A \subseteq X$ and each $x \in A$ there corresponds some $U_{x} \in \tau(x)$ with $U_{x} \cap A \notin \mathcal{G}$, it follows that $A \notin \mathcal{G}$.
(d) $A \subseteq X$ and $A \cap \Phi(A)=\varnothing \Rightarrow A \notin \mathcal{G}$.

It is now our turn to derive, in terms of the operator $\Gamma$, a characterizing condition for a topology $\tau$ to be suitable for a grill $\mathcal{G}$ on a space $X$.

Theorem 3.3. Let $(X, \tau)$ be a topological space and $\mathcal{G}$ a grill on $X$. Then $\tau$ is suitable for $\mathcal{G}$ iff $\Gamma(A) \backslash A \notin \mathcal{G}$ for any $A \subseteq X$.

Proof. Let $\tau$ be suitable for $\mathcal{G}$ and $A \subseteq X$. We first observe that $x \in \Gamma(A) \backslash A$ iff $x \in \Gamma(A)$ and $x \notin A$ iff there exists $U_{x} \in \tau(x)$ such that $x \in U_{x} \backslash A \notin \mathcal{G}$. Thus to each $x \in \Gamma(A) \backslash A, \exists U_{x} \in \tau(x)$ such that $U_{x} \cap(\Gamma(A) \backslash A) \notin \mathcal{G}$ (as $\Gamma(A) \backslash A \subseteq X \backslash A$ ). As $\tau$ is suitable for $\mathcal{G}$, we have $\Gamma(A) \backslash A \notin \mathcal{G}$ (by Theorem 3.2).Conversely, let $A \subseteq X$ and further suppose that to each $x \in A$ there corresponds some $U_{x} \in \tau(x)$ with $U_{x} \cap A \notin \mathcal{G}$. We need to show by virtue of Theorem 3.2 that $A \notin \mathcal{G}$. Now, by Theorem 2.9(a) we have, $\Gamma(X \backslash A)=$ $\left\{x \in X: \exists U_{x} \in \tau(x)\right.$ such that $\left.U_{x} \backslash(X \backslash A) \notin \mathcal{G}\right\}=\left\{x \in X: \exists U_{x} \in \tau(x)\right.$ such that $\left.U_{x} \cap A \notin \mathcal{G}\right\}$. Thus $A \subseteq \Gamma(X \backslash A)$ and hence $A=\Gamma(X \backslash A) \cap A=$ $\Gamma(X \backslash A) \backslash(X \backslash A) \notin \mathcal{G}$ (by hypothesis).

Corollary 3.4. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$ such that $\tau$ is suitable for $\mathcal{G}$. Then $\Gamma$ is an idempotent operator i.e., for any $A \subseteq X, \Gamma(\Gamma(A))$ $=\Gamma(A)$.

Proof. By Remark 2.2, $\Gamma(A) \in \tau$ for any $A \subseteq X$, and so $\Gamma(A) \in \tau_{\mathcal{G}}$ (by Theorem 1.4). Hence by Theorem $2.5(\mathrm{a}), \Gamma(A) \subseteq \Gamma(\Gamma(A))$ for any $A \subseteq X$.
Again $\tau$ is suitable for $\mathcal{G}$, so $\Gamma(A) \subseteq(A \cup B)$ for some $B \notin \mathcal{G}$ (by Theorem 3.3). Thus $\Gamma(\Gamma(A)) \subseteq \Gamma(A \cup B)$ (by Note 2.3$)=\Gamma(A)$ (by Theorem $2.5(\mathrm{~d})$ ).

The converse of the above corollary is false as is shown by the next example.
Example 3.5. Consider $X$ to be an infinite set with the discrete topology $\tau$ (say). Let $\mathcal{G}=\{A \subseteq X: A$ is infinite $\}$. Then for any $A \subseteq X, \Phi(A)=\varnothing$ and hence $\Gamma(A)=X \backslash \Phi(X \backslash A)=X$. Thus $\Gamma(\Gamma(A))=\Gamma(A)$, for all $A \subseteq X$. But $\tau$ is not suitable for $\mathcal{G}$. For, $X \cap \Phi(X)=X \cap \varnothing=\varnothing$ but $X \in \mathcal{G}$ (see Theorem 3.2).

Corollary 3.6. Let $\mathcal{G}$ be a grill on a space on a space $(X, \tau)$ such that $\tau$ is suitable for $\mathcal{G}$. Let $A \subseteq X$ and $U$ be a non-null open set such that $U \subseteq \Phi(A) \cap \Gamma(A)$. Then $U \backslash A \notin \mathcal{G}$ and $U \cap A \in \mathcal{G}$.

Proof. $U \subseteq \Phi(A) \cap \Gamma(A) \Rightarrow U \subseteq \Gamma(A) \Rightarrow U \backslash A \subseteq \Gamma(A) \backslash A \notin \mathcal{G}$ ( by Theorem $3.3) \Rightarrow U \backslash A \notin \mathcal{G}$.
Again, $U \subseteq \Phi(A)$ and $U \neq \varnothing \Rightarrow U \cap A \in \mathcal{G}$ (using the definition of $\Phi(A)$ ).

In certain results in $[4,5,6]$ (and also in Theorem 4.2 later), it is assumed that the condition that the given grill contains all the non-null open sets. We now obtain several necessary and sufficient conditions for such an assertion to hold.

Theorem 3.7. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. Then the following are equivalent:
(a) $\tau \backslash\{\varnothing\} \subseteq \mathcal{G}$.
(b) $\Gamma(\varnothing)=\varnothing$.
(c) If $A(\subseteq X)$ is closed, then $\Gamma(A) \backslash A=\varnothing$.
(d) If $A \subseteq X$, then intcl $A=\Gamma(\operatorname{intcl} A)$.
(e) If $A$ is regular open in $X$, then $A=\Gamma(A)$.
(f) If $U \in \tau$, then $\Gamma(U) \subseteq$ intcl $U \subseteq \Phi(U)$.

Proof. (a) $\Rightarrow$ (b): $\Gamma(\varnothing)=\bigcup\{U \in \tau: U \backslash \varnothing \notin \mathcal{G}\}$ (by Theorem 2.9(b)) $=$ $\bigcup\{U \in \tau: U \notin \mathcal{G}\}=\varnothing$ (by hypothesis).
(b) $\Rightarrow$ (c): $x \in \Gamma(A) \backslash A \Rightarrow \exists U_{x} \in \tau(x)$ such that $x \in U_{x} \backslash A \notin \mathcal{G}$. Thus noting that $A$ is closed, we obtain $x \in U_{x} \backslash A \in\{U \in \tau: U \notin \mathcal{G}\}$, a contradiction to $\Gamma(\varnothing)=\varnothing$.
$(\mathrm{c}) \Rightarrow(\mathrm{d})$ : Since $(\operatorname{intcl} A)$ is open, we have by Theorem $2.5(\mathrm{a})$ that intcl $A \subseteq$ $\Gamma(\operatorname{intcl} A)$. Again, $\Gamma(\operatorname{cl} A) \subseteq \operatorname{cl} A($ by $(\mathrm{c})) \Rightarrow \Gamma(\operatorname{cl} A)=\operatorname{int}(\Gamma(\operatorname{cl} A))$ (by Remark $2.2) \subseteq \operatorname{intcl} A \Rightarrow \Gamma(\operatorname{intcl} A) \subseteq \Gamma(\operatorname{cl} A)($ see Note 2.3$) \subseteq \operatorname{intcl} A$.
Thus intcl $A=\Gamma(\operatorname{intcl} A)$.
$(\mathrm{d}) \Rightarrow(\mathrm{e})$ : It is trivial.
$(\mathrm{e}) \Rightarrow(\mathbf{f})$ : Let $U \in \tau$. Now $\varnothing=\Gamma(\varnothing)($ by $(\mathrm{e}))=\bigcup\{V \in \tau: V \notin \mathcal{G}\}$ (by Theorem 2.9(b)) and we obtain, $\tau \backslash\{\varnothing\} \subseteq \mathcal{G}$. Then by Result 1.3(a)(iv), $U \subseteq \Phi(U)$ and hence by Result 1.5 we have, $\Phi(U)=\mathrm{cl} U$. Now, $U \subseteq \operatorname{intcl} U \subseteq$ $\mathrm{cl} U=\Phi(U) \Rightarrow \Gamma(U) \subseteq \Gamma(\operatorname{intcl} U)=\operatorname{intcl} U($ by $(\mathrm{e})$, as intcl $U$ is regular open) $\subseteq \Phi(U)$.
(f) $\Rightarrow$ (a): If $U \in \tau \backslash \mathcal{G}$, then by Theorem $2.5(\mathrm{a}), U \subseteq \Gamma(U) \subseteq \Phi(U)$ (by (f)) $=\varnothing$ (by Result 1.3(a)(ii)), i.e., $U=\varnothing$.

Theorem 3.8. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$ and $\mathcal{G}_{\delta}$ be the grill on $X$, given by $\mathcal{G}_{\delta}=\{A \subseteq X: \operatorname{intcl} A \neq \varnothing\}$.
(a) Let $\mathcal{G}_{\delta} \supseteq \mathcal{G}$. Then $A=\Gamma(A) \Rightarrow A$ is regular open.
(b) Let $\mathcal{G}_{\delta} \supseteq \mathcal{G}$ and $\tau \backslash\{\varnothing\} \subseteq \mathcal{G}$. Then $A \subseteq X \Rightarrow \Gamma(A)$ is regular open.
(c) Let $\mathcal{G}_{\delta} \supseteq \mathcal{G}$ and $\tau$ be suitable for $\mathcal{G}$. Then $A \subseteq X \Rightarrow \Gamma(A)$ is regular open.

Proof. (a) Let $A \subseteq X$ be such that $A=\Gamma(A)$. Then $A$ is open (by Remark 2.2) and so $A \subseteq \operatorname{intcl} A$. Again, $x \in \operatorname{intcl} A \Rightarrow \exists U_{x} \in \tau(x)$ such that $U_{x} \subseteq$ $\mathrm{cl} A \Rightarrow U_{x} \backslash A \subseteq \operatorname{cl} A \backslash A \notin \mathcal{G}_{\delta}\left(\operatorname{as} \operatorname{intcl}(\operatorname{cl} A \backslash A)=\operatorname{int}(\operatorname{cl} A \backslash A)=\varnothing \Rightarrow U_{x} \backslash A \notin \mathcal{G}\right.$ where $U_{x} \in \tau(x) \Rightarrow x \in \Gamma(A)$ (by Theorem 2.9(a)). So intcl $A \subseteq \Gamma(A)=A$. Thus $A$ is regular open.
(b) Follows from (a) and Theorem 3.7(e).
(c) Follows from (a) and Corollary 3.4.

## 4. TOPOLOGY INDUCED BY Г

We show now that the operator $\Gamma$ induces yet another topology $\tau_{\Gamma(\mathcal{B})}$, constructed rather naturally out of any given base $\mathcal{B}$ of the topology $\tau$ or $\tau_{\mathcal{G}}$ and
a grill $\mathcal{G}$ on the ambient space $X$. Also it is seen that the topology $\tau_{\Gamma(\mathcal{B})}$ is weaker than the topology $\tau$ on the given space $X$, whereas the topology $\tau_{\mathcal{G}}$ is known [4] to be finer than $\tau$.

We observe in view of in view of Theorem 2.5 and Remark 2.2 that if $\mathcal{B}$ is base for some topology $\tau$ on $X$, then $\Gamma(\mathcal{B})=\{\Gamma(B): B \in \mathcal{B}\}$ is also base for some topology on $X$, which is weaker than the given topology. Let us denote this topology by $\tau_{\Gamma(\mathcal{B})}$ and call it the $\Gamma$-topology determined by $\mathcal{B}$.

We first show that starting from any base $\mathcal{B}$ of the topology $\tau$ on $X$ (and hence from $\tau$, in particular) we arrive at the same topology $\tau_{\Gamma(\mathcal{B})}$, i.e., the latter topology is unique irrespective of the chosen base of a topology $\tau$.

Theorem 4.1. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$. Suppose that $\mathcal{B}$ is a base for $\tau$. Then $\tau_{\Gamma(\tau)}=\tau_{\Gamma(\mathcal{B})}$.

Proof. We shall first show that $\tau_{\Gamma(\tau)} \subseteq \tau_{\Gamma(\mathcal{B})}$. Let $U \in \tau$ and $x \in \Gamma(U)$. Then $U=\cup_{\alpha} B_{\alpha}$ where $B_{\alpha} \in \mathcal{B}$ for each $\alpha$.
Case-(i): $x \in U$. Then $\exists B_{\beta} \in \mathcal{B}$ such that $x \in B_{\beta} \subseteq U$. Hence $x \in \Gamma\left(B_{\beta}\right) \subseteq$ $\Gamma(U)$.
Case-(ii): $x \notin U$. Then $\exists$ some $B_{x} \in \mathcal{B}$ such that $x \in B_{x} \backslash U \notin \mathcal{G}$ (as $x \in \Gamma(U))$. Also, $x \in B_{x} \subseteq \Gamma(U)$. In fact, $\left(U \cup B_{x}\right) \Delta U \notin \mathcal{G}$, so by Theorem $2.5((\mathrm{a}),(\mathrm{e}))$ and Note $2.3, x \in B_{x} \subseteq \Gamma\left(B_{x}\right) \subseteq \Gamma\left(U \cup B_{x}\right)=\Gamma(U)$. Thus in either of the cases, there exists some $B \in \mathcal{B}$ such that $x \in \Gamma(B) \subseteq \Gamma(U)$, and hence $\tau_{\Gamma(\tau)} \subseteq \tau_{\Gamma(\mathcal{B})}$.
Now, $\tau_{\Gamma(\mathcal{B})} \subseteq \tau_{\Gamma(\tau)}$ follows from the fact that $\mathcal{B} \subseteq \tau$.

In is known [3] that the set of all regular open sets in a space $(X, \tau)$ forms a base for a topology $\tau_{s}$, called the semiregularization topology on $X$, such that $\tau_{s} \subseteq \tau$. Noting the fact that $\tau_{\Gamma(\tau)} \subseteq \tau$ also holds, we now try to associate the topologies $\tau_{s}$ and $\tau_{\Gamma(\tau)}$ by choosing the grill $\mathcal{G}$ suitably.

Theorem 4.2. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$ and $\mathcal{G}_{\delta}$ be the grill on $X$ given by $\mathcal{G}_{\delta}=\{A \subseteq X$ : intcl $A \neq \varnothing\}$. Then
(a) $\tau \backslash\{\varnothing\} \subseteq \mathcal{G} \Rightarrow \tau_{s} \subseteq \tau_{\Gamma(\tau)} \subseteq \tau ;$
(b) $\tau \backslash\{\varnothing\} \subseteq \mathcal{G}$ and $\mathcal{G} \subseteq \mathcal{G}_{\delta} \Rightarrow \tau_{s}=\tau_{\Gamma(\tau)}$;
(c) $\tau$ is suitable for $\mathcal{G}$ and $\mathcal{G} \subseteq \mathcal{G}_{\delta} \Rightarrow \tau_{\Gamma(\mathcal{P}(X))} \subseteq \tau_{s}$.

Proof. (a) Follows from Theorem 3.7(e).
(b) $\tau_{s} \subseteq \tau_{\Gamma(\tau)}$ follows from (a).Conversely, let $U \in \tau$. Then by Theorems $3.7(\mathrm{f})$ and $2.5(\mathrm{a})$, it follows that $U \subseteq \Gamma(U) \subseteq \operatorname{intcl} U \subseteq \Phi(U)=\mathrm{clU}$. Then $\Gamma(U) \backslash U \subseteq \operatorname{cl} U \backslash U \notin \mathcal{G}_{\delta}$. Thus $\Gamma(U) \backslash U \notin \mathcal{G}$. Let $V=\Gamma(U) \backslash U$, then $\Gamma(U)$ $=V \cup U($ as $U \subseteq \Gamma(U))$, where $V \notin \mathcal{G}$. So $\Gamma(\Gamma(U))=\Gamma(V \cup U)=\Gamma(U)$ (by Theorem 2.5(c)). Thus $\Gamma(U)$ is regular open (By Theorem 3.8(c)). Hence $\tau_{\Gamma(\tau)} \subseteq \tau_{s}$.
(c) Follows from Theorem 3.8(c).

As the final result of the present discussion, we show (in Corollary 4.4) that even any base of the larger topology $\tau_{\mathcal{G}}$ induces the same topology as induced by any base of $\tau$. The following theorem leads us half the way towards our contention.

Theorem 4.3. Let $\mathcal{G}$ be a grill on a topological space $(X, \tau)$, and let $\mathcal{B}^{*}=$ $\{U \backslash A: U \in \tau$ and $A \notin \mathcal{G}\}$. Then $\tau_{\Gamma\left(\mathcal{B}^{*}\right)}=\tau_{\Gamma(\tau)}$.

Proof. We first note that $\mathcal{B}^{*}$ is a base for $\tau_{\mathcal{G}}$ (see Result 1.4). Now, $\tau \subseteq$ $\mathcal{B}^{*} \Rightarrow \tau_{\Gamma(\tau)} \subseteq \tau_{\Gamma\left(\mathcal{B}^{*}\right)}$. Let $U \backslash A \in \mathcal{B}^{*}$, where $U \in \tau$ and $A \notin \mathcal{G}$. then $\Gamma(U \backslash A)=\Gamma(U)$ (by Theorem 2.5(d)), where $\Gamma(U)$ is a basic open set of $\tau_{\Gamma(\tau)}$. Thus $\tau_{\Gamma\left(\mathcal{B}^{*}\right)} \subseteq \tau_{\Gamma(\tau)}$.

In view of Theorems 4.1 and 4.3, it ultimately follows
Corollary 4.4. For any grill $\mathcal{G}$ on a space $(X, \tau), \tau_{\Gamma(\tau)}=\tau_{\Gamma\left(\tau_{\mathcal{G}}\right)}=\tau_{\Gamma(\mathcal{B})}$, where $\mathcal{B}$ is any base for $\tau$ or $\tau_{\mathcal{G}}$.

Remark 4.5. We have seen above that although $\mathcal{B} \subseteq \tau \subseteq \tau_{\mathcal{G}}$ (where $\mathcal{B}$ is any base of $\tau$ ), the corresponding $\Gamma$-topologies are the same. As $\tau_{\mathcal{G}} \subseteq\left(\tau_{\mathcal{G}}\right)_{\mathcal{G}} \subseteq$ $\left(\left(\tau_{\mathcal{G}}\right)_{\mathcal{G}}\right)_{\mathcal{G}}$ etc., it may be asked whether the corresponding $\Gamma$-topologies coincide. That this is indeed the case is evident from the following theorem.

Theorem 4.6. For any grill $\mathcal{G}$ on a topological space $(X, \tau),\left(\tau_{\mathcal{G}}\right)_{\mathcal{G}}=\left(\tau_{\mathcal{G}}\right)$.
Proof. In view of Result 1.4 we have $\tau_{\mathcal{G}} \subseteq\left(\tau_{\mathcal{G}}\right)_{\mathcal{G}}$.
Conversely, let $V \backslash A$ be a $\left(\tau_{\mathcal{G}}\right)_{\mathcal{G}}$-basic open set, where $V \in \tau_{\mathcal{G}}$ and $A \notin \mathcal{G}$, and $x \in V \backslash A$. Again, $x \in V \in \tau_{\mathcal{G}} \Rightarrow$ there exist $U \in \tau$ and $B \notin \mathcal{G}$ such that $x \in U \backslash B \subseteq V$. Then $x \in(U \backslash B) \backslash A=U \backslash(B \cup A) \subseteq V \backslash A$. As $A \cup B \notin \mathcal{G}$ and $U \in \tau, U \backslash(A \cup B)$ is a basic open set of $\tau_{\mathcal{G}}$ (by Result 1.4). Thus $V \backslash A \in \tau_{\mathcal{G}}$.
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# SOME PROPERTIES CONCERNING THE INDICIAL ROOTS OF THE JACOBI OPERATOR ABOUT THE DELAUNAY HYPERSURFACE 

MOHAMED JLELI ${ }^{1}$


#### Abstract

In this paper, we prove a maximum principle of the Jacobi operator of the Delaunay hypersurfaces and we study the positivity of the indicial roots about these operators. We partially generalize, in any dimension, the result of R. Kusner, R. Mazzeo and D. Pollack.


## 1. Introduction and statement of the results

In $\mathbb{R}^{3}$, all constant mean curvature surfaces of revolutions are classified by Delaunay [1]. In particular, Delaunay discovered a beautiful one-parameter family of complete noncompact surfaces of constant mean curvature one (called Delaunay surfaces). After this classification the theory of constant mean curvature surfaces in $\mathbb{R}^{3}$ became the object of intensive study. In the case of complete noncompact constant mean curvature surfaces, the moduli space of such surfaces is now fairly well understood (in the genus 0 case). Then, many examples of such surfaces are produced [7],[13]. However, the set of compact constant mean curvature is not so well understood. The first examples of genus 1 constant mean curvature surfaces are constructed by H. Wente [19]. For the high genus case N. Kapouleas gives examples of genus 2 by fusing Wente tori in [9] and others examples of genus is greater than or equal to 3 are obtained by connecting together large number of mutually tangent unit spheres, using small catenoid necks [8].

[^2]Recently, in [6] the authors gave a new idea for the construction of a constant mean curvature compact surfaces of arbitrary genus $(\geq 3)$. This construction was based on three important tools which has been developed for the understanding of complete noncompact constant mean curvature surfaces. The first is the moduli space theory which is developed in [11], the second is the end-addition result which has been developed in [14] and [15] to produce complete noncompact constant mean curvature surfaces with prescribed ends. And finally the end-to-end construction which was developed in [17] to connect two constant mean curvature surfaces along their ends. In the most of the last constructions the use of the behavior of the Delaunay surfaces is crucial. In particular, the study of the Fredholm properties (the kernel and range) of the Jacobi operator about these surfaces which known as the "Linear Decomposition Lemma" (see [13] and [16]) on some weighted Lebesgue spaces and weighted Hölder spaces is based in the behavior of the indicial roots of the Delaunay surfaces [15].

In this paper, we generalize the result of R. Mazzeo, F. Pacard and D. Pollack [15] in $\mathbb{R}^{n+1}$, for $n>3$. In, particular there exists a one parameter family of constant mean curvature hypersurfaces that will be denoted by $\mathcal{D}_{\tau}$, for $\tau \in(-\infty, 0) \cup\left(0, \tau_{*}\right)$. We give, in section 2 , two different parameterizations of this one parameter family of hypersurfaces of revolution in $\mathbb{R}^{n+1}$, which are immersed or embedded and have constant mean curvature normalized to be equal to 1 . These hypersurfaces, which were originally studied in [10], generalize the classical constant mean curvature surfaces in $\mathbb{R}^{3}$ which were discovered by Delaunay in [1] in the middle of the 19-th century.

In section 3, we define the Jacobi operator (the linearized mean curvature operator ) $\mathcal{L}_{\mathcal{D}_{\tau}}$ about a $n$-Delaunay hypersurface. Then, we give the expression of the geometric Jacobi fields (some solutions of the homogeneous problem $\left.\mathcal{L}_{\mathcal{D}_{\tau}} w=0\right)$. Next, for $\tau \in(-\infty, 0) \cup\left(0, \tau_{*}\right)$, we define the indicial roots associated to the Jacobi operator about a $n$-Delaunay hypersurface

$$
\Gamma(\tau):=\left\{ \pm \gamma_{j}(\tau): j \in \mathbb{N}\right\}
$$

These reel numbers which characterize the rate of growth ( or rate of decay) of the solutions of the homogeneous problem $\mathcal{L}_{\mathcal{D}_{\tau}} w=0$ impose the choice of a
weighted functional space to obtain a precise description of the mapping properties of the Jacobi operator. In section 4 by a maximum principle concerning $\mathcal{L}_{\mathcal{D}_{\tau}}$, however we need to impose a lower bound on the Delaunay parameter ( $\tau$ belongs to $\left.\in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]\right)$ for the result to hold, since for $\tau$ tends to $-\infty$ there exists a bifurcation result concerning the hypersurface $\mathcal{D}_{\tau}$ (see [3] ). The role played by this maximum principle will be central in the study of the positivity of the indicial roots of $\mathcal{D}_{\tau}$ when $\tau$ belongs to $\in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$.

We need the following definition:
Definition 1.1. Let us denote by $\theta \mapsto e_{j}(\theta)$, for $j \in \mathbb{N}$ the eigenfunctions of the Laplace-Beltrami operator on $S^{n-1}$, which will be normalized to have $L^{2}$ norm equal to 1 and correspond to the eigenvalue $\lambda_{j}$. That is

$$
-\Delta_{S^{n-1}} e_{j}=\lambda_{j} e_{j},
$$

and

$$
\lambda_{0}=0, \quad \lambda_{1}=\ldots=\lambda_{n}=n-1, \quad \lambda_{n+1}=2 n, \ldots \quad \text { and } \quad \lambda_{j} \leq \lambda_{j+1} .
$$

We also define

$$
\begin{equation*}
\delta_{j}:=\left(\lambda_{j}+\left(\frac{n-2}{2}\right)^{2}\right)^{\frac{1}{2}} . \tag{1.1}
\end{equation*}
$$

Then, our main result reads
Theorem 1.1. The indicial roots of the Jacobi operator about the Delauanay hypersurface enjoy the following properties:
(1) For any $\tau \in(-\infty, 0) \cup\left(0, \tau_{*}\right)$,

$$
\gamma_{0}(\tau)=\cdots=\gamma_{n}(\tau)=0 .
$$

(2) There exists $\tau^{*}<0$ such that for any $\tau \in\left(\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right)$

$$
\gamma_{j}(\tau)>0 \quad \text { for all } \quad j \geq n+1
$$

(3) For all $\eta>0$ there exists $\tau_{0}>0$, such that for all $\tau \in\left(-\tau_{0}, 0\right) \cup\left(0, \tau_{0}\right)$, the numbers $\gamma_{j}(\tau)$ satisfy

$$
\gamma_{j}(\tau) \geq \sqrt{\delta_{j}^{2}-\eta}, \quad \text { for all } \quad j \geq n+1
$$

A similar results concerning the maximum principal hold for the Jacobi operator about the sphere $S^{n}$, the hyperplane $\mathbb{R}^{n} \times\{0\}$ and the catenoid.
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## 2. Constant mean curvature hypersurfaces of revolution

We are looking for constant mean curvature hypersurfaces of revolution (say around the $x_{n+1}$ axis). Such an hypersurface can be locally parameterized by

$$
\begin{aligned}
X:\left(t_{1}, t_{2}\right) \times S^{n-1} & \longrightarrow \mathbb{R}^{n+1} \\
(t, \theta) & \longmapsto(\rho(t) \theta, t)
\end{aligned}
$$

where the function $t \longrightarrow \rho(t)$ is a smooth positive function which is defined over some interval $\left(t_{1}, t_{2}\right)$.

The first fundamental form $g$ of the hypersurface parameterized by $X$ is given by

$$
g=\left(1+\left(\partial_{t} \rho\right)^{2}\right) d t \otimes d t+\rho^{2} d \theta_{i} \otimes d \theta_{j}
$$

where $d \theta_{i} \otimes d \theta_{j}$ denotes the first fundamental form of $S^{n-1}$.

Let assume that the orientation of this hypersurface is chosen so that the unit inward normal vector field is given by

$$
N:=\frac{1}{\sqrt{1+\left(\partial_{t} \rho\right)^{2}}}\left(-\theta, \partial_{t} \rho\right)
$$

With this chosen orientation, the second fundamental form $b$ of the hypersurface parameterized by $X$ is given by

$$
b=\frac{1}{\sqrt{1+\left(\partial_{t} \rho\right)^{2}}}\left(-\partial_{t}^{2} \rho d t \otimes d t+\rho d \theta_{i} \otimes d \theta_{j}\right)
$$

It follows at once from the above expressions that the mean curvature $H$ of the hypersurface parameterized by $X$ (which is the average of the trace of the shape form) is given by

$$
\begin{equation*}
H=\frac{n-1}{n} \frac{1}{\rho} \frac{1}{\sqrt{1+\left(\partial_{t} \rho\right)^{2}}}-\frac{1}{n} \frac{1}{\left(1+\left(\partial_{t} \rho\right)^{2}\right)^{\frac{3}{2}}} \partial_{t}^{2} \rho . \tag{2.1}
\end{equation*}
$$

Hence, the condition that the mean curvature of the hypersurface parameterized by $X$ is equal to some given function $H$, is given by the equation

$$
\begin{equation*}
\left.\partial_{t}^{2} \rho-\frac{n-1}{\rho}\left(1+\left(\partial_{t} \rho\right)^{2}\right)+n H\left(1+\left(\partial_{t} \rho\right)^{2}\right)\right)^{\frac{3}{2}}=0 . \tag{2.2}
\end{equation*}
$$

We introduce

$$
\begin{equation*}
\mathcal{H}\left(\rho, \partial_{t} \rho\right):=\frac{\rho^{n-1}}{\sqrt{1+\left(\partial_{t} \rho\right)^{2}}}-H \rho^{n} . \tag{2.3}
\end{equation*}
$$

In the case where the function $H$ is constant, it follows from a simple computation that $\mathcal{H}\left(\rho, \partial_{t} \rho\right)$ is constant along solutions of (2.2). This property will be extensively used to derive a priori estimates for solutions of (2.2).

It will be more interesting to consider an isothermal type parameterization for which will be more convenient for analytical purposes. Hence, we looking for hypersurfaces of revolution which can be parameterized by

$$
\begin{equation*}
X(s, \theta)=\left(|\tau| e^{\sigma(s)} \theta, \kappa(s)\right), \tag{2.4}
\end{equation*}
$$

for $(s, \theta) \in \mathbb{R} \times S^{n-1}$. The constant $\tau$ being fixed, the functions $\sigma$ and $\kappa$ are determined by asking that the hypersurface parameterized by $X$ has constant mean curvature equal to $H$ and also by asking that the metric associated to the parameterization is conformal to the product metric on $\mathbb{R} \times S^{n-1}$, namely

$$
\begin{equation*}
\left(\partial_{s} \kappa\right)^{2}=\tau^{2} e^{2 \sigma}\left(1-\left(\partial_{s} \sigma\right)^{2}\right) . \tag{2.5}
\end{equation*}
$$

We choose the orientation of the hypersurface parameterized by $X$ so that, the unit normal vector field is given by

$$
\begin{equation*}
N:=\left(-\frac{\partial_{s} \kappa}{|\tau| e^{\sigma}} \theta, \partial_{s} \sigma\right) . \tag{2.6}
\end{equation*}
$$

This time, using (2.5) the first fundamental form $g$ of the hypersurface parameterized by $X$ is given by

$$
g=\tau^{2} e^{2 \sigma}\left(d s \otimes d s+d \theta_{i} \otimes d \theta_{j}\right)
$$

and its second fundamental form $b$ is given by

$$
b=\left(\partial_{s}^{2} \kappa \partial_{s} \sigma-\partial_{s} \kappa\left(\partial_{s}^{2} \sigma+\left(\partial_{s} \sigma\right)^{2}\right)\right) d s \otimes d s+\partial_{s} \kappa d \theta_{i} \otimes d \theta_{j} .
$$

Therefore, the mean curvature $H$ of the hypersurface parameterized by $X$ is given by

$$
H=\frac{1}{n \tau^{2} e^{2 \sigma}}\left((n-1) \partial_{s} \kappa-\partial_{s} \kappa\left(\partial_{s}^{2} \sigma+\left(\partial_{s} \sigma\right)^{2}\right)+\partial_{s}^{2} \kappa \partial_{s} \sigma\right) .
$$

This is a rather intricate second order ordinary differential equation in the functions $\sigma$ and $\tau$ which has to be complimented by the equation (2.5). In order to simplify our analysis, we use of (2.5) to get rid of the factor $\tau^{2} e^{2 \sigma}$ in the above equation. This yields

$$
\partial_{s} \sigma \partial_{s}^{2} \kappa=\partial_{s} \kappa\left(1-n+\partial_{s}^{2} \sigma+\left(\partial_{s} \sigma\right)^{2}+n H \partial_{s} \kappa\left(1-\left(\partial_{s} \sigma\right)^{2}\right)^{-1}\right) .
$$

Now, we can differentiate (2.5) with respect to $s$, and we obtain

$$
\partial_{s} \kappa \partial_{s}^{2} \kappa=\tau^{2} e^{2 \sigma} \partial_{s} \sigma\left(1-\partial_{s}^{2} \sigma-\left(\partial_{s} \sigma\right)^{2}\right) .
$$

The difference between the last equation, multiplied by $\partial_{s} \sigma$, and the former equation, multiplied by $\partial_{s} \kappa$, yields

$$
\begin{equation*}
\partial_{s}^{2} \sigma+(1-n)\left(1-\left(\partial_{s} \sigma\right)^{2}\right)+n H \partial_{s} \kappa=0 \tag{2.7}
\end{equation*}
$$

Hence, in order to find constant mean curvature hypersurfaces of revolution, we have to solve (2.5) together with(2.7).

Let use define

$$
\tau_{*}:=\frac{1}{n}(1-n)^{\frac{n-1}{n}} .
$$

For all $\tau \in(-\infty, 0) \cup\left(0, \tau_{*}\right]$, we define $\sigma_{\tau}$ to be the unique smooth nonconstant solution of

$$
\begin{equation*}
\left(\partial_{s} \sigma\right)^{2}+\tau^{2}\left(e^{\sigma}+\iota e^{(1-n) \sigma}\right)^{2}=1 \tag{2.8}
\end{equation*}
$$

with initial condition $\partial_{s} \sigma(0)=0$ and $\sigma(0)<0$. Next, we define the function $\kappa_{\tau}$ to be the unique solution of

$$
\begin{equation*}
\partial_{s} \kappa=\tau^{2}\left(e^{2 \sigma}+\iota e^{(2-n) \sigma}\right), \quad \text { with } \quad \kappa(0)=0 \tag{2.9}
\end{equation*}
$$

Here, $\iota$ is the sign of $\tau$.

In particular, the hypersurface parameterized by

$$
X_{\tau}(s, \theta):=\left(|\tau| e^{\sigma_{\tau}(s)} \theta, \kappa_{\tau}(s)\right)
$$

for $(s, \theta) \in \mathbb{R} \times S^{n-1}$, is an embedded constant mean curvature hypersurface of revolution when $\tau$ belongs $\left(0, \tau_{*}\right]$, this hypersurface will be referred to as the " $n$-unduloid" of parameter $\tau$. In the other case, if $\tau<0$, this hypersurface is only immersed and will be referred to as the " $n$-nodoid" of parameter $\tau$.

Remark 2.1. Thanks to the Hamiltonian structure of (2.8), the function $s \mapsto \sigma(s)$ being periodic. Let denote by $s_{\tau}$ this period. Then, it is proved in [5]

$$
\begin{equation*}
s_{\tau}=-\frac{n}{n-1} \log \tau^{2}+\mathcal{O}(1) \tag{2.10}
\end{equation*}
$$

as $\tau$ tends to 0 .
2.1. Compactness results. We begin with the study of the behavior of $\sigma_{\tau}$ as $\tau$ tends to 0 . We define

$$
\varphi_{\tau}:=|\tau| e^{\sigma_{\tau}}, \quad \text { and } \quad \eta_{\tau}:=|\tau| e^{(1-n) \sigma_{\tau}},
$$

Using (2.5) and (2.7), one can check that, according to the sign of $\tau$, the functions $\varphi_{\tau}$ and $\eta_{\tau}$ are nonconstant solutions of

$$
\begin{equation*}
\left(\partial_{s} \eta\right)^{2}=(n-1)^{2} \eta^{2}\left(1-(\varphi \pm \eta)^{2}\right) \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\partial_{s} \varphi\right)^{2}=\varphi^{2}\left(1-(\varphi \pm \eta)^{2}\right), \tag{2.12}
\end{equation*}
$$

with a + when $\tau>0$ and a - when $\tau<0$. In addition, we have

$$
\begin{equation*}
\varphi_{\tau}^{n-1} \eta_{\tau}=|\tau|^{n} . \tag{2.13}
\end{equation*}
$$

Our first Lemma states that the functions $\varphi_{\tau}$ and $\eta_{\tau}$ and their derivatives, are uniformly bounded with respect to $\tau$, provided that $|\tau|$ remains bounded.

Lemma 2.1. Assume that $\tau_{0}<0$ is fixed. Then, for all $k \in \mathbb{N}$, there exists a constant $c_{k}>0$ which only depends on $\tau_{0}$ and $k$, such that

$$
\left\|\varphi_{\tau}\right\|_{\mathcal{C}^{k}}+\left\|\eta_{\tau}\right\|_{\mathcal{C}^{k}} \leq c_{k}
$$

for all $\tau \in\left[\tau_{0}, 0\right) \cup\left(0, \tau_{*}\right]$.

Proof: When $\tau>0$, observe that (2.12) already implies that the functions $\varphi_{\tau}$ and $\eta_{\tau}$ are uniformly bounded by 1 . When $\tau<0$ is bounded from below by $\tau_{0}$, (2.12) together with (2.13) imply that the functions $\varphi_{\tau}$ and $\eta_{\tau}$ are uniformly bounded by a constant only depending on $\tau_{0}$.

Now that we know that the functions $\varphi_{\tau}$ and $\eta_{\tau}$ are uniformly bounded. We use (2.11) and (2.12) inductively to show that the same property is also true for the derivatives of the functions $\varphi_{\tau}$ and $\eta_{\tau}$.

Assume that $s_{l}$ is a sequence of real numbers, and that $\tau_{l}$ is a sequence which tends to 0 . For all $l \in \mathbb{N}$, we define

$$
\varphi_{l}:=\varphi_{\tau_{l}}\left(\cdot-s_{l}\right) \quad \text { and } \quad \eta_{l}:=\eta_{\tau_{l}}\left(\cdot-s_{l}\right) .
$$

The previous result together with Ascoli's theorem allows one to extract from the sequence $\left(\varphi_{l}, \eta_{l}\right)_{l}$, a subsequence which converges, as $l$ tends to $\infty$, to $\left(\varphi_{\infty}, \eta_{\infty}\right)$ in $\mathcal{C}^{k}$ topology on any compact sets. The following Lemma classifies the possible limits $\left(\varphi_{\infty}, \eta_{\infty}\right)$.

Lemma 2.2. Under the above hypothesis, the following holds :

- Either $\varphi_{\infty}=\eta_{\infty} \equiv 0$,
- or $\varphi_{\infty} \equiv 0$ and there exists $s_{\infty}$ such that

$$
\eta_{\infty}=\frac{1}{\cosh \left((n-1)\left(\cdot-s_{\infty}\right)\right)},
$$

- or $\eta_{\infty} \equiv 0$ and there exists $s_{\infty}$ such that

$$
\varphi_{\infty}=\frac{1}{\cosh \left(\cdot-s_{\infty}\right)}
$$

Proof: Passing the limit in (2.13) we get

$$
\varphi_{\infty}^{n-1} \eta_{\infty} \equiv 0 .
$$

This implies that, at least one of the functions $\eta_{\infty}$ and $\varphi_{\infty}$ has to be identically equal to 0 . It only remains to identify the possible nontrivial limits.

If $\varphi_{\infty} \equiv 0$, we can pass to the limit in (2.11) and in the derivative of (2.11) with respect to $s$ to get the equation satisfied by $\eta_{\infty}$

$$
\partial_{s}^{2} \eta=(n-1)^{2} \eta\left(1-2 \eta^{2}\right) .
$$

Furthermore, we have

$$
\left(\partial_{s} \eta\right)^{2}=(n-1)^{2} \eta^{2}\left(1-\eta^{2}\right) .
$$

The nontrivial solutions of these equations are all of the form

$$
s \longrightarrow \frac{1}{\cosh \left((n-1)\left(\cdot-s_{0}\right)\right)}
$$

for some $s_{0} \in \mathbb{R}$.

Now, if $\eta_{\infty} \equiv 0$, we can pass to the limit in (2.12) and in the derivative of (2.12) to get equation satisfied by $\eta_{\infty}$

$$
\partial_{s}^{2} \varphi=\varphi\left(1-2 \varphi^{2}\right)
$$

Furthermore, we have

$$
\left(\partial_{s} \varphi\right)^{2}=\varphi^{2}\left(1-\varphi^{2}\right)
$$

This time the only nontrivial solutions of this equation are of the form

$$
s \longrightarrow \frac{1}{\cosh \left(\cdot-s_{0}\right)},
$$

for some $s_{0} \in \mathbb{R}$. This completes the proof of the result.

## 3. The Jacobi operator about a $n$-Delaunay

Recall that the $n$-Delaunay hypersurface $\mathcal{D}_{\tau}$ can be parameterized as

$$
\begin{equation*}
X_{\tau}=\left(\iota \tau e^{\sigma_{\tau}} \theta, \kappa_{\tau}\right) \tag{3.1}
\end{equation*}
$$

Assume that the orientation of $\mathcal{D}_{\tau}$ is chosen so that the unit normal vector field is given by

$$
\begin{equation*}
N_{\tau}:=\left(-\iota \frac{\partial_{s} \kappa}{\tau e^{\sigma_{\tau}}} \theta, \partial_{s} \sigma_{\tau}\right) \tag{3.2}
\end{equation*}
$$

Any hypersurface, close enough to $\mathcal{D}_{\tau}$, can be parameterized (at last locally) as a normal graph over $\mathcal{D}_{\tau}$. Namely, by

$$
X_{\omega}=X_{\tau}+\omega N_{\tau}
$$

for some (small) smooth function $\omega$. The hypersurface parameterized by $X_{\omega}$ will be denoted by $\mathcal{D}_{\tau}(\omega)$ and we define the mean curvature operator $H(\omega)$ to be the mean curvature of $\mathcal{D}_{\tau}(\omega)$.

It is well known [18] that the linearized mean curvature operator about $\mathcal{D}_{\tau}$, which is usually referred to as the Jacobi operator, is given by

$$
\mathcal{L}_{\tau}:=\Delta_{\tau}+\left|A_{\tau}\right|^{2}
$$

where $\Delta_{\tau}$ is the Laplace-Beltrami operator and $\left|A_{\tau}\right|^{2}$ is the square of the norm of the shape operator $A_{\tau}$ on $\mathcal{D}_{\tau}$.

Recall that we have defined in section 2 the function $\varphi_{\tau}:=|\tau| e^{\sigma_{\tau}}$ and, in the above parameterization, the metric on $\mathcal{D}_{\tau}$ is given by

$$
g=\varphi_{\tau}^{2}\left(d s \otimes d s+d \theta_{i} \otimes d \theta_{j}\right)
$$

and the second fundamental form is given by

$$
b=\varphi_{\tau}^{2}\left(\left(1 \pm(1-n)|\tau|^{n} \varphi_{\tau}^{-n}\right) d s \otimes d s+\left(1 \pm\left|\tau^{n}\right| \varphi_{\tau}^{-n}\right) d \theta_{i} \otimes d \theta_{j}\right)
$$

with a + when $\tau>0$ and a - when $\tau<0$. Using this, we find the expression of the Jacobi operator in term of the function $\varphi_{\tau}$

$$
\begin{equation*}
\mathcal{L}_{\tau}:=\varphi_{\tau}^{-n} \partial_{s}\left(\varphi_{\tau}^{n-2} \partial_{s}\right)+\varphi_{\tau}^{-2} \Delta_{S^{n-1}}+n+n(n-1) \tau^{2 n} \varphi_{\tau}^{-2 n} \tag{3.3}
\end{equation*}
$$

It will be convenient to define the conjugate operator

$$
\begin{equation*}
L_{\tau}:=\varphi_{\tau}^{\frac{n+2}{2}} \mathcal{L}_{\tau} \varphi_{\tau^{\frac{2-n}{2}}} \tag{3.4}
\end{equation*}
$$

which is explicitly given in terms of the function $\varphi_{\tau}$ by

$$
\begin{equation*}
L_{\tau}=\partial_{s}^{2}+\Delta_{S^{n-1}}-\left(\frac{n-2}{2}\right)^{2}+\frac{n(n+2)}{4} \varphi_{\tau}^{2}+\frac{n(3 n-2)}{4} \tau^{2 n} \varphi_{\tau}^{2-2 n} \tag{3.5}
\end{equation*}
$$

Since the operators $\mathcal{L}_{\tau}$ and $L_{\tau}$ are conjugate, the mapping properties of one of them will easily translate for the other one. With slight abuse of terminology, we shall refer to any of them as the Jacobi operator about $\mathcal{D}_{\tau}$.

Now, we define the operator

$$
\begin{equation*}
\Delta_{0}:=\partial_{s}^{2}+\Delta_{S^{n-1}}-\left(\frac{n-2}{2}\right)^{2} \tag{3.6}
\end{equation*}
$$

which appears in the expression of $L_{\tau}$. This is conjugate to the Jacobi operator about the hyperplane $\mathbb{R}^{n} \times\{0\} \subset \mathbb{R}^{n+1}$ in polar coordinates. Indeed if $r=e^{-s}$ and $\theta \in S^{n-1}$ then

$$
\Delta_{0}=e^{-\frac{n+2}{2}} \Delta_{\mathbb{R}^{n}} e^{\frac{n-2}{2}} .
$$

Its easy to seen that we can parameterize the sphere $S^{n} \subset \mathbb{R}^{n+1}$ by

$$
X_{1}=\left(\frac{1}{\cosh s} \theta, \tanh s\right)
$$

where $(s, \theta) \in \mathbb{R} \times S^{n-1}$ and we assume that the orientation of $S^{n}$ is chosen so that the unit normal vector field is given by

$$
N_{1}=-\left(\frac{1}{\cosh s} \theta, \tanh s\right)
$$

With these definitions, the Jacobi operator about the sphere is given by

$$
\begin{aligned}
\mathcal{L}_{1} & :=\Delta_{S^{n}}+n \\
& =\psi_{1}^{-n} \partial_{s}\left(\psi_{1}^{n-2} \partial_{s}\right)+\psi_{1}^{-2} \Delta_{S^{n-1}}+n
\end{aligned}
$$

where we have defined

$$
\psi_{1}(s):=\frac{1}{\cosh s} .
$$

Again, we consider the conjugate operator

$$
L_{1}:=\psi_{1}^{\frac{n+2}{2}} \mathcal{L}_{1} \psi_{1}^{\frac{2-n}{2}}
$$

which takes the simple form

$$
\begin{equation*}
L_{1}=\Delta_{0}+\frac{n(n+2)}{4} \frac{1}{(\cosh s)^{2}} \tag{3.7}
\end{equation*}
$$

Finally, the $n$-catenoid is defined to be the unique (up to rigid motion and dilation) minimal hypersurface of revolution in $\mathbb{R}^{n+1}$. It can be parameterized by

$$
X_{2}(s, \theta):=\left(\psi_{2}(s) \theta, \kappa_{2}(s)\right),
$$

for $(s, \theta) \in \mathbb{R} \times S^{n-1}$, where the functions $\psi_{2}$ and $\kappa_{2}$ are defined by

$$
\psi_{2}(s):=(\cosh ((n-1) s))^{\frac{1}{n-1}} \quad \text { and } \quad \kappa_{2}(s):=\int_{0}^{s}(\cosh ((n-1) t))^{\frac{2-n}{n-1}} d t
$$

Observe that the function $\psi_{2}$ is a solution of

$$
\left(\partial_{s} \psi_{2}\right)^{2}=\psi_{2}^{2}-\psi_{2}^{4-2 n} \quad \text { and } \quad\left(\partial_{s} \kappa_{2}\right)^{2}=\kappa_{2}^{2-n}
$$

We assume the orientation chosen so that the unit normal vector field is given by

$$
N_{2}:=\left(-\frac{1}{\cosh ((n-1) s)} \theta, \tanh ((n-1) s)\right)=\left(-\frac{\partial_{s} \kappa_{2}}{\psi_{2}} \theta, \frac{\partial_{s} \psi_{2}}{\psi_{2}}\right)
$$

So, the first and the second fundamental form are given respectively by

$$
I=\psi_{2}^{2}\left(d s \otimes d s+d \theta_{i} \otimes d \theta_{j}\right)
$$

and

$$
I I=\psi_{2}^{2-n}((1-n) d s \otimes d s+d \theta \otimes d \theta)
$$

It is easy to check that $X_{2}$ parameterizes a minimal hypersurface. We refer to [2] for further details and references. Now, the Jacobi operator about the $n$-catenoid is given by

$$
\mathcal{L}_{2}:=\psi_{2}^{-n} \partial_{s}\left(\psi_{2}^{n-2} \partial_{s}\right)+\psi_{2}^{-2} \Delta_{S^{n-1}}+n(n-1) \psi_{2}^{-2 n}
$$

Again, we define the conjugate operator

$$
L_{2}:=\psi_{2}^{\frac{n+2}{2}} \mathcal{L}_{2} \psi_{2}^{\frac{2-n}{2}}
$$

which is explicitly given by

$$
\begin{equation*}
L_{2}=\Delta_{0}+\frac{n(3 n-2)}{4} \frac{1}{(\cosh ((n-1) s))^{2}} \tag{3.8}
\end{equation*}
$$

## Remark

- The expansions of the Jacobi operator $L_{1}$ and $L_{2}$ can be obtained as a limit of the Jacobi fields $L_{\tau}$ when $\tau$ tends to 0 using Lemma 2.2.
- When $n=2, L_{1}=L_{2}$.
3.1. Geometric Jacobi fields. We ended this section by giving only the expression of some Jacobi fields, i.e., solution of the homogeneous problem

$$
\mathcal{L}_{\tau} \omega=0
$$

since these Jacobi fields follow from a rigid motion or by changing the Delaunay parameter $\tau$. More details are given in [4].

- For $\tau \in(-\infty, 0) \cup\left(0, \tau_{*}\right)$, we define $\Phi_{\tau}^{0,+}$ to be the Jacobi field corresponding to the translation of $\mathcal{D}_{\tau}$ along the $x_{n+1}$ axis

$$
\Phi_{\tau}^{0,+}:=\varphi^{\frac{n-4}{2}} \partial_{s} \varphi
$$

It is easy to check that $\Phi_{\tau}^{0,+}$ only depends on $s$ and is periodic. Then, this Jacobi field is bounded.

- Since we have $n$ directions orthogonal to $x_{n+1}$, there are $n$ linearly independent Jacobi fields which are obtained by translating $\mathcal{D}_{\tau}$ in a direction orthogonal to its axis. We get for $j=1, \ldots, n$

$$
\Phi_{\tau}^{j,+}:=\left(\varphi^{\frac{n}{2}} \pm|\tau|^{n} \varphi^{-\frac{n}{2}}\right) e_{j}
$$

Again, we see that $\Phi_{\tau}^{j,+}$ is periodic (hence bounded) for all $j=1, \ldots, n$.

- For $j=1, \ldots, n$, we define

$$
\Phi_{\tau}^{j,-}(s, \theta):=\varphi^{\frac{n-4}{2}}\left(\varphi \partial_{s} \varphi+\kappa \partial_{s} \kappa\right) e_{j}
$$

to be the Jacobi field corresponding to the rotation of the axis of $\mathcal{D}_{\tau}$. Observe that $\Phi_{\tau}^{j,-}$ is not bounded, but grows linearly.

- Finally, the Jacobi field corresponding to a change of parameter $\tau \in$ $(-\infty, 0) \cup\left(0, \tau_{*}\right)$ will be denoted by $\Phi_{\tau^{0,-}}^{0,}$. It can be obtained by writing, for $\eta$ small enough, the constant mean curvature hypersurface $\mathcal{D}_{\tau+\eta}$ as a normal graph over $\mathcal{D}_{\tau}$ for some function $\omega_{\eta}$ and differentiating $\omega_{\eta}$ with respect to $\eta$ at $\eta=0$. The corresponding Jacobi field takes the form

$$
\Phi_{\tau}^{0,-}:=\varphi^{\frac{n-2}{2}} \partial_{\tau} X_{\tau} \cdot N_{\tau}=\varphi^{\frac{n-4}{2}}\left(\partial_{\tau} \kappa \partial_{s} \varphi-\partial_{\tau} \varphi \partial_{s} \kappa\right) .
$$

This Jacobi field is again linearly growing in $s$ as $|s|$ tends to $+\infty$. Indeed, let $T_{\tau}$ to be the physical period of the Delaunay hypersurface which can be written as

$$
T_{\tau}=\kappa_{\tau}\left(s_{\tau}\right)
$$

Then, we have the identity

$$
X_{\tau}\left(.+s_{\tau}, .\right)=X_{\tau}+T_{\tau}\left(0_{\mathbb{R}^{n}}, 1\right)
$$

Differentiation with respect to $\tau$ yields

$$
\partial_{\tau} X_{\tau}\left(.+s_{\tau}, .\right)+\partial_{\tau} s_{\tau} \partial_{s} X_{\tau}\left(.+s_{\tau}, .\right)=\partial_{\tau} X_{\tau}+\partial_{\tau} T_{\tau}\left(0_{\mathbb{R}^{n}}, 1\right) .
$$

Taking the scalar product with $N_{\tau}$ and using the definition of $\Phi_{\tau}^{0,+}$, we obtain

$$
\Phi_{\tau}^{0,-}\left(.+s_{\tau}\right)=\Phi_{\tau}^{0,-}+\partial_{\tau} T_{\tau} \Phi_{\tau}^{0,-}
$$

which clearly shows that $\Phi_{\tau}^{0,-}$ grows linearly in $s$.
3.2. Indicial roots associated to a $n$-Delaunay. Because of the rotational invariance of the operator $L_{\tau}$ we can introduce the eigenfunction decomposition with respect to the cross-sectional Laplace-Beltrami operator $\Delta_{S^{n-1}}$. In this way we obtain the sequence of operators

$$
\begin{equation*}
L_{\tau, j}=\partial_{s}^{2}-\lambda_{j}-\left(\frac{n-2}{2}\right)^{2}+\frac{n(n+2)}{4} \varphi^{2}+\frac{n(3 n-2)}{4} \tau^{2 n} \varphi^{2-2 n} \tag{3.9}
\end{equation*}
$$

for $j \in \mathbb{N}$. By definition, the indicial roots of the operator $L_{\tau, j}$ characterize the rate of growth (or rate of decay) of the solutions of the homogeneous equation

$$
L_{\tau, j} \omega=0
$$

at infinity (see [11]). To explain this, observe that the potential in the expression of $L_{\tau, j}$ is given by

$$
-\delta_{j}^{2}+\frac{n(n+2)}{4} \varphi^{2}+\frac{n(3 n-2)}{4} \tau^{2 n} \varphi^{2-2 n}
$$

where $\delta_{j}$ has been defined in (1.1), and hence this potential is periodic of period $s_{\tau}$. We define a 2 by 2 matrix $T_{j}(\tau) \in M_{2}(\mathbb{R})$ such that, for all $\omega$ solution of $L_{\tau, j} \omega=0$ in $\mathbb{R}$, we have

$$
\binom{\omega}{\partial_{s} \omega}\left(s_{\tau}\right)=T_{j}(\tau)\binom{\omega}{\partial_{s} \omega}(0)
$$

Let $\lambda_{-}(\tau, j)$ and $\lambda_{+}(\tau, j)$ denote the roots of the characteristic polynomial of $T_{j}(\tau)$.

Assume that $v_{1}$ and $v_{2}$ are the solutions of $L_{\tau, j} v_{i}=0$ with $v_{1}(0)=\partial_{s} v_{2}(0)=$ 1 and $v_{2}(0)=\partial_{s} v_{1}(0)=0$. We denote by $W$ the Wronskian of $v_{1}, v_{2}$

$$
W:=v_{1} \partial_{s} v_{2}-v_{2} \partial_{s} v_{1}
$$

The Wronskian of $v_{1}$ and $v_{2}$ being constant, we evaluate it at $s=0$ and $s=s_{\tau}$, and we obtain

$$
\operatorname{det}\left(T_{j}(\tau)\right)=\lambda_{-}(\tau, j) \lambda_{+}(\tau, j)=1
$$

Observe that the matrix $T_{j}(\tau)$ has real entries, hence

$$
\operatorname{Tr}\left(T_{j}(\tau)\right)=\lambda_{-}(\tau, j)+\lambda_{+}(\tau, j) \in \mathbb{R}
$$

This being understood, we can write

$$
\begin{equation*}
\lambda_{+}(\tau, j)=\mu e^{i \xi} \quad \text { and } \quad \lambda_{-}(\tau, j)=\frac{1}{\mu} e^{-i \xi} \tag{3.10}
\end{equation*}
$$

where $\xi:=\xi(\tau, j) \in[0,2 \pi)$ and $\mu:=\mu(\tau, j) \geq 1$ satisfy

$$
\left(\mu^{2}-1\right) \sin \xi=0
$$

The above analysis allows one to state the :
Definition 3.1. The indicial roots of $L_{\tau, j}$ are defined by $\pm \gamma_{j}(\tau)$ where

$$
\gamma_{j}(\tau):=\frac{1}{s_{\tau}} \log \mu(\tau, j)
$$

and where $\mu(\tau, j) \geq 1$ is defined as in (3.10). The set of all indicial roots of $L_{\tau}$ is the union of the $\pm \gamma_{j}(\tau)$, namely

$$
\Gamma(\tau):=\left\{ \pm \gamma_{j}(\tau): j \in \mathbb{N}\right\}
$$

## 4. Maximum Principle

This section is devoted to the proof of various forms of the maximum principle for the Jacobi operators which have been defined in the previous section.
4.1. Maximum principle for the hyperplane $\mathbb{R}^{n}$. Our first result is simply the :

Proposition 4.1. Assume that $\omega$ is a solution of $\Delta_{0} \omega=0$ which is defined in $\left(s_{1}, s_{2}\right) \times S^{n-1}$, with boundary data $\omega=0$ on $\left\{s_{i}\right\} \times S^{n-1}$ if any of the $s_{i}$ is finite. Further assume that

$$
|\omega| \leq(\cosh s)^{\delta}
$$

for some $\delta<\frac{n-2}{2}$. Then $\omega=0$.

Proof: Since the potential in $\Delta_{0}$ is negative, the result is straightforward when both of the $s_{i}$ are finite. In the general case, we consider the eigenfunction decomposition of $\omega$ as

$$
\omega=\sum_{j \in \mathbb{N}} \omega_{j} e_{j}
$$

We see that $\left(\partial_{s}^{2}-\delta_{j}^{2}\right) \omega_{j}=0$, hence $\omega_{j}$ is a linear combination of $s \longrightarrow e^{ \pm \delta_{j} s}$ and has to be bounded by $(\cosh s)^{\delta}$. The result follows from the fact that $\delta_{j} \geq \frac{n-2}{2}$ for all $j \geq 0$.
4.2. Maximum principle for the Jacobi operator about $S^{n}$. Recall that the conjugate of the Jacobi operator about $S^{n}$ is defined by

$$
L_{1}=\Delta_{0}+\frac{n(n+1)}{4} \frac{1}{(\cosh s)^{2}}
$$

We prove a maximum principle for the operator $L_{1}$, when it is restricted to the set of functions whose eigenfunction decomposition does not involve $e_{0}, \ldots, e_{n}$.

Proposition 4.2. Assume that $\omega$ is a solution of $L_{1} \omega=0$ in $\left(s_{1}, s_{2}\right) \times$ $S^{n-1}$, with boundary data $\omega=0$ on $\left\{s_{i}\right\} \times S^{n-1}$ if any of the $s_{i}$ is finite. Further assume that, for all $s \in\left(s_{1}, s_{2}\right)$, the function $\omega(s, \cdot)$ is $L^{2}$-orthogonal to Span $\left\{e_{0}, \ldots, e_{n}\right\}$ and that

$$
|\omega| \leq(\cosh s)^{\delta}
$$

for some $\delta<\frac{n+2}{2}$. Then $\omega=0$.

Proof: We consider the eigenfunction decomposition of the function $\omega$, which reads

$$
\omega(s, \theta)=\sum_{j \geq n+1} \omega_{j}(s) e_{j}(\theta)
$$

since we have assumed that the function $\omega(s, \cdot)$ is $L^{2}$-orthogonal to $\operatorname{Span}\left\{e_{0}, \ldots, e_{n}\right\}$ for all $s \in\left(s_{1}, s_{2}\right)$.

Then, the function $\omega_{j}$ solves

$$
\partial_{s}^{2} \omega_{j}-\delta_{j}^{2} \omega_{j}+\frac{n(n+1)}{4} \frac{1}{(\cosh s)^{2}} \omega_{j}=0
$$

in ( $s_{1}, s_{2}$ ). Since $j \geq n+1$, we have

$$
\delta_{j} \geq \frac{n+2}{2} .
$$

Hence the potential in the above ordinary differential equation is negative. The maximum principle already implies that $\omega_{j}=0$ if both $s_{1}$ and $s_{2}$ are finite. In the case where one of the $s_{i}$ is not finite, say $s_{2}=+\infty$, we observe that $\omega_{j}$ either blows up at $+\infty$ like $s \rightarrow e^{\delta_{j} s}$ or decays exponentially at $+\infty$ like $s \longrightarrow e^{-\delta_{j} s}$. Since we have assumed that $|\omega| \leq(\cosh s)^{\delta}$ for some $\delta<\frac{n+2}{2}$, we conclude that $\omega_{j}$ decays exponentially like $s \longrightarrow e^{-\delta_{j} s}$ at $+\infty$. The maximum principle again implies that $\omega_{j}=0$. This completes the proof of the result.

### 4.3. Maximum principle for the Jacobi operator about the $n$-catenoid.

 Recall that the conjugate of the Jacobi operator about the $n$-catenoid is defined by$$
L_{2}=\Delta_{0}+\frac{n(3 n-2)}{4} \frac{1}{\left(\cosh ((n-1) s)^{2}\right.} .
$$

The following result can be found in [2] and is the counterpart of the result of Proposition 4.2 for the operator $L_{2}$. However, this time the proof is slightly more involved. We give a simpler proof than the one in [2].

Proposition 4.3. Assume that $\omega$ is a solution of $L_{2} \omega=0$ in $\left(s_{1}, s_{2}\right) \times$ $S^{n-1}$, with boundary data $\omega=0$ on $\left\{s_{i}\right\} \times S^{n-1}$ if any of the $s_{i}$ is finite. Further assume that, for all $s \in\left(s_{1}, s_{2}\right)$, the function $\omega(s, \cdot)$ is $L^{2}$-orthogonal to Span $\left\{e_{0}, \ldots, e_{n}\right\}$ and that

$$
|\omega| \leq(\cosh s)^{\delta}
$$

for some $\delta<\frac{n+2}{2}$. Then $\omega=0$.

Proof: For the time being, let us assume that both $s_{1}$ and $s_{2}$ are finite. Observe that, if $\omega$ solves $L_{2} \omega=0$, then

$$
v:=\psi_{2}^{\frac{2-n}{2}} \omega
$$

solves $\mathcal{L}_{2} v=0$. We consider the eigenfunction decomposition of the function $v$, namely

$$
v(s, \theta)=\sum_{j \geq n+1} v_{j}(s) e_{j}(\theta) .
$$

Step 1 We multiply the equation $\mathcal{L}_{2} v=0$ by $\psi_{2}^{n} v_{j} e_{j}$ and integrate the result over $\left(s_{1}, s_{2}\right)$. We obtain, after an integration by parts

$$
\begin{equation*}
\int_{s_{1}}^{s_{2}} \psi_{2}^{n-2}\left(\partial_{s} v_{j}\right)^{2}+\lambda_{j} \int_{s_{1}}^{s_{2}} \psi_{2}^{n-2} v_{j}^{2}-n(n-1) \int_{s_{1}}^{s_{2}} \psi_{2}^{-n} v_{j}^{2}=0 \tag{4.1}
\end{equation*}
$$

Step 2 Recall that the function $\psi_{2}$ satisfies

$$
\begin{equation*}
\left(\partial_{s} \psi_{2}\right)^{2}=\psi_{2}^{2}-\psi_{2}^{4-2 n} \tag{4.2}
\end{equation*}
$$

Multiplication by $\psi_{2}^{n-4} v_{j}^{2}$ and integrating the result over $\left(s_{1}, s_{2}\right)$ we get

$$
\begin{equation*}
\int_{s_{1}}^{s_{2}} \psi_{2}^{n-4}\left(\partial_{s} \psi_{2}\right)^{2} v_{j}^{2}-\int_{s_{1}}^{s_{2}} \psi_{2}^{n-2} v_{j}^{2}+\int_{s_{1}}^{s_{2}} \psi_{2}^{-n} v_{j}^{2}=0 \tag{4.3}
\end{equation*}
$$

Step 3 Differentiation of (4.2) yields

$$
\partial_{s}\left(\psi_{2}^{n-3} \partial_{s} \psi_{2}\right)=(n-2) \psi_{2}^{n-2}+\psi_{2}^{-n}
$$

We multiply this equality by $v_{j}^{2}$ and integrate the result over ( $s_{1}, s_{2}$ ). Using Cauchy-Schwarz inequality we get

$$
\begin{aligned}
(n-2) \int_{s_{1}}^{s_{2}} \psi_{2}^{n-2} v_{j}^{2} & +\int_{s_{1}}^{s_{2}} \psi_{2}^{-n} v_{j}^{2} \\
& -2\left(\int_{s_{1}}^{s_{2}} \psi_{2}^{n-2}\left(\partial_{s} v_{j}\right)^{2}\right)^{\frac{1}{2}}\left(\int_{s_{1}}^{s_{2}} \psi_{2}^{n-4}\left(\partial_{s} \psi_{2}\right)^{2} v_{j}^{2}\right)^{\frac{1}{2}} \leq 0
\end{aligned}
$$

The sum of the last inequality multiplied by $n-2$, (4.3) multiplied by $n^{2}-2 n+2$ and (4.1), yields

$$
\begin{aligned}
\left(\lambda_{j}-\right. & 2 n+2) \int \psi_{2}^{n-2} v_{j}^{2}+2 n \int_{s_{1}}^{s_{2}} \psi_{2}^{n-4}\left(\partial_{s} \psi_{2}\right)^{2} v_{j}^{2} \\
& +\left(\left(\int_{s_{1}}^{s_{2}} \psi_{2}^{n-2}\left(\partial_{s} v_{j}\right)^{2}\right)^{\frac{1}{2}}-(n-2)\left(\int_{s_{1}}^{s_{2}} \psi_{2}^{n-4}\left(\partial_{s} \psi_{2}\right)^{2} v_{j}^{2}\right)^{\frac{1}{2}}\right)^{2} \leq 0
\end{aligned}
$$

which readily implies that $v_{j}=0$ since $\lambda_{j} \geq 2 n$ when $j \geq n+1$.

In the case where $s_{1}$ or $s_{2}$ is not finite, we argue exactly as above, being understood that we have to justify all integrations. Assume for example that $s_{2}=+\infty$. Arguing as in the proof of Proposition 4.2 , we can prove that
$\psi_{2}^{\frac{n-2}{2}} v_{j}$ decays exponentially like $s \longrightarrow e^{-\delta_{j} s}$ at $+\infty$ and this is enough to justify all the integrations by parts.
4.4. Maximum principle for the $n$-Delaunay hypersurface. We now prove a similar maximum principle for the Jacobi operator about a $n$-Delaunay hypersurface. The statement and the proof are very close to the statement and proof of the corresponding result for the $n$-catenoid. However we need to impose a lower bound on the Delaunay parameter for the result to hold.

Proposition 4.4. There exists $\tau^{*}<0$ such that for all $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$, if $\omega$ is a bounded solution of $L_{\tau} \omega=0$ in $\left(s_{1}, s_{2}\right) \times S^{n-1}$, with boundary data $\omega=0$ on $\left\{s_{i}\right\} \times S^{n-1}$ and if, for all $s \in\left(s_{1}, s_{2}\right)$, the function $\omega(s, \cdot)$ is $L^{2}$-orthogonal to Span $\left\{e_{0}, \ldots, e_{n}\right\}$ on $S^{n-1}$, then $\omega=0$.

Proof: Again, if $\omega$ is a solution of $L_{\tau} \omega=0$, then

$$
v:=\varphi^{\frac{2-n}{2}} \omega
$$

solves $\mathcal{L}_{\tau} v=0$. We consider the eigenfunction decomposition of $v$

$$
v=\sum_{j \geq n+1} v_{j} e_{j} .
$$

Step 1 Multiplying the equation $\mathcal{L}_{\tau} v=0$ by $\varphi_{\tau}^{n} v_{j} e_{j}$ and integrating by parts over $\left(s_{1}, s_{2}\right) \times S^{n-1}$, we obtain the identity

$$
\begin{equation*}
\int \varphi_{\tau}^{n-2}\left(\partial_{s} v_{j}\right)^{2}+\lambda_{j} \int \varphi_{\tau}^{n-2} v_{j}^{2}=n \int \varphi_{\tau}^{n} v_{j}^{2}+n(n-1) \tau^{2 n} \int \varphi_{\tau}^{-n} v_{j}^{2} \tag{4.4}
\end{equation*}
$$

where all integrals are understood over $\left(s_{1}, s_{2}\right)$.
Step 2 Recall that

$$
\begin{equation*}
\left(\partial_{s} \varphi_{\tau}\right)^{2}=\varphi_{\tau}^{2}-\left(\varphi_{\tau}^{2}+\iota|\tau|^{n} \varphi_{\tau}^{2-n}\right)^{2} \tag{4.5}
\end{equation*}
$$

where $\iota=1$ if $\tau>0$ and $\iota=-1$ if $\tau<0$. Multiplying this identity by $\varphi_{\tau}^{n-4} v_{j}^{2}$ we get

$$
\begin{equation*}
\int \varphi_{\tau}^{n-4}\left(\partial_{s} \varphi_{\tau}\right)^{2} v_{j}^{2}=\int \varphi_{\tau}^{n-2} v_{j}^{2}-\int \varphi_{\tau}^{n} v_{j}^{2}-\tau^{2 n} \int \varphi_{\tau}^{-n} v_{j}^{2}-2 \iota|\tau|^{n} \int v_{j}^{2} \tag{4.6}
\end{equation*}
$$

Step 3 Differentiation of (4.5) yields

$$
\partial_{s}\left(\varphi_{\tau}^{n-3} \partial_{s} \varphi_{\tau}\right)=(n-2) \varphi^{n-2}+(1-n) \varphi_{\tau}^{n}+\tau^{2 n} \varphi_{\tau}^{-n}-(n-2) \iota|\tau|^{n}
$$

We multiply this equality by $v_{j}^{2}$ and integrate the result over $\left(s_{1}, s_{2}\right)$. Using Cauchy-Schwartz inequality, we get

$$
\begin{aligned}
(n-2) \int \varphi_{\tau}^{n-2} v_{j}^{2}+(1- & n) \int \varphi_{\tau}^{n} v_{j}^{2}+\tau^{2 n} \int \varphi_{\tau}^{-n} v_{j}^{2}-(n-2) \iota|\tau|^{n} \int v_{j}^{2} \\
& \leq 2\left(\int \varphi_{\tau}^{n-2}\left(\partial_{s} v_{j}\right)^{2}\right)^{\frac{1}{2}}\left(\int \varphi_{\tau}^{n-4}\left(\partial_{s} \varphi_{\tau}\right)^{2} v_{j}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

The sum of the last equation multiplied by $n-2$, the former equation multiplied by $n^{2}-2 n+2$ and (4.4), yields

$$
\begin{aligned}
& \left(\lambda_{j}-2 n+2\right) \int \varphi_{\tau}^{n-2} v_{j}^{2}+n^{2} \iota|\tau|^{n} \int v_{j}^{2}+2 n \int \varphi_{\tau}^{n-4}\left(\partial_{s} \varphi_{\tau}\right)^{2} v_{j}^{2} \\
& \quad+\left(\left(\int \varphi_{\tau}^{n-2}\left(\partial_{s} v_{j}\right)^{2}\right)^{\frac{1}{2}}-(n-2)\left(\int \varphi_{\tau}^{n-4}\left(\partial_{s} \varphi_{\tau}\right)^{2} v_{j}^{2}\right)^{\frac{1}{2}}\right)^{2} \leq 0
\end{aligned}
$$

When $\tau>0$, it is enough to use the fact that $\lambda_{j} \geq 2 n$ for all $j \geq n+1$, to conclude that $v_{j}=0$.

Step 4 In the case where $\tau<0$, the last inequality together with the fact that $\lambda_{j} \geq 2 n$, imply that

$$
2 \int \varphi_{\tau}^{n-2} v_{j}^{2} \leq n^{2}|\tau|^{n} \int v_{j}^{2}
$$

If $v_{j}$ were to be non zero, this would imply that

$$
A:=\inf \varphi_{\tau} \leq\left(\frac{n^{2}|\tau|^{n}}{2}\right)^{\frac{1}{n-2}}
$$

However, it follows from (4.5) that the minimum of $\varphi_{\tau}$ is the unique positive solution of the equation

$$
|\tau|^{n} A^{2-n}=A+A^{2}
$$

Therefore, this would imply that

$$
\frac{2}{n^{2}} \leq\left(\frac{n^{2}|\tau|^{n}}{2}\right)^{\frac{1}{n-2}}+\left(\frac{n^{2}|\tau|^{n}}{2}\right)^{\frac{2}{n-2}}
$$

which is clearly not true if $|\tau|$ is chosen small enough. This completes the proof of the result.

Remark 4.1. In the forthcoming analysis, we agree, reducing $\left|\tau^{*}\right|$ if necessary, the constant $\tau^{*}<0$ is chosen so that

$$
2 \inf \varphi_{\tau}^{n-2}-n^{2}|\tau|^{n}>0
$$

for all $\tau \in\left[\tau^{*}, 0\right)$.

A closer look at the proof of the previous result shows that we have also proven the :

Proposition 4.5. Assume that $j \geq n+1$ and $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$ are fixed. Let $\omega$ be a solution of

$$
L_{\tau, j} \omega \geq 0
$$

in $\left(s_{1}, s_{2}\right)$, with

$$
\omega\left(s_{1}\right) \leq 0 \quad \text { and } \quad \omega\left(s_{2}\right) \leq 0
$$

Then, $\omega \leq 0$ in $\left(s_{1}, s_{2}\right)$.

Proof: We argue by contradiction and assume that the result is not true. There would exists $\bar{s}_{1}$ and $\bar{s}_{2} \in\left(s_{1}, s_{2}\right)$ such that

$$
L_{\tau, j} \omega \geq 0
$$

and $\omega(s)>0$ in $\left(\bar{s}_{1}, \bar{s}_{2}\right)$, and

$$
\omega\left(\bar{s}_{1}\right)=\omega\left(\bar{s}_{2}\right)=0 .
$$

We now apply the strategy of the proof of the previous result. The only difference being that the equality (4.4) now becomes the inequality

$$
\int \varphi_{\tau}^{n-2}\left(\partial_{s} \omega\right)^{2}+\lambda_{j} \int \varphi_{\tau}^{n-2} \omega^{2} \leq n \int \varphi_{\tau}^{n} \omega^{2}+n(n-1) \tau^{2 n} \int \varphi_{\tau}^{-n} \omega^{2}
$$

In any case, this is enough to conclude that $\omega \leq 0$ in $\left(s_{1}, s_{2}\right)$.
The next result mainly states that an exponentially decaying solution of the homogeneous problem $L_{\tau, j} \omega=0$ does not change sign, provided $j \geq n+1$.

Proposition 4.6. Assume that $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$ and $S \in \mathbb{R}$ are fixed. Let $\omega$ be a solution of $L_{\tau} \omega=0$ in $(S,+\infty) \times S^{n-1}$ with $\omega=0$ on $\{S\} \times S^{n-1}$. Further assume that $\omega$ decays exponentially at $+\infty$ and that, for each $s \geq S$, the function $\omega(s, \cdot)$ is $L^{2}$-orthogonal to Span $\left\{e_{0}, \ldots, e_{n}\right\}$ on $S^{n-1}$. Then $\omega=0$.

Proof: The proof of this result is identical to the proof of Proposition 4.4, though we now have to justify all the integrations by parts. But $\omega$ is assumed to decay exponentially at $+\infty$ and, by standard elliptic estimates, this is also the case for $\partial_{s} \omega$ and this is enough to justify all the integrations by part.

As a by product of the proof of Proposition 4.4 Step 3, we have the
Lemma 4.1. If $v$ is defined in $\left(s_{1}, s_{2}\right)$ and is a solution of

$$
\mathcal{L}_{\tau}\left(v e_{j}\right)=0
$$

in $\left(s_{1}, s_{2}\right) \times S^{n-1}$, then

$$
\left(\lambda_{j}-2 n+2\right) \int_{s_{1}}^{s_{2}} \varphi_{\tau}^{n-2} v^{2}+n^{2} \iota|\tau|^{n} \int_{s_{1}}^{s_{2}} v^{2} \leq h\left(s_{2}\right)-h\left(s_{1}\right)
$$

where

$$
h:=\varphi_{\tau}^{n-2} v \partial_{s} v+(n-2) \varphi_{\tau}^{n-3} v^{2} \partial_{s} \varphi_{\tau}
$$

and where $\iota=1$ when $\tau>0$ and $\iota=-1$ when $\tau<0$.

We end this section with the :
Proposition 4.7. Assume that $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$ and that $\omega$ is a bounded solution of $L_{\tau} \omega=0$ in $\mathbb{R} \times S^{n-1}$. Further assume that, for all $s \in \mathbb{R}$, the function $\omega(s, \cdot)$ is $L^{2}$-orthogonal to $\operatorname{Span}\left\{e_{0}, \ldots, e_{n}\right\}$ on $S^{n-1}$. Then $\omega=0$.

Proof: As usual, we consider the eigenfunction decomposition of $v:=\varphi_{\tau}^{\frac{2-n}{2}} \omega$ as

$$
v(s, \theta)=\sum_{j \geq n+1} v_{j}(s) e_{j}(\theta)
$$

Let us first show that

$$
\int_{\mathbb{R}} v_{j}^{2}(s) d s<+\infty
$$

for $j \geq n+1$. Indeed, we apply the result of Lemma 4.1 to get

$$
\left(\lambda_{j}-2 n+2\right) \int_{-S}^{S} \varphi_{\tau}^{n-2} v_{j}^{2}+n^{2} \iota|\tau|^{n} \int_{-S}^{S} v_{j}^{2} \leq h(S)-h(-S)
$$

where

$$
h:=\varphi_{\tau}^{n-2} v_{j} \partial_{s} v_{j}+(n-2) \varphi_{\tau}^{n-3} v_{j}^{2} \partial_{s} \varphi_{\tau}
$$

Thanks to the choice of $\tau$ and $j$, we have

$$
\left(\lambda_{j}-2 n+2\right) \inf \varphi_{\tau}^{n-2}+n^{2} \iota|\tau|^{n}>0
$$

Hence we conclude that

$$
\int_{-S}^{S} v_{j}^{2} \leq c(h(S)-h(-S)) .
$$

for some constant $c$ which only depends on $\tau$ and $j$.
Since $v_{j}$ is bounded, we also get that $\partial_{s} v_{j}$ is a bounded function. Therefore, the right hand side of the last inequality is bounded independently of $S$. Passing the limit as $S \rightarrow+\infty$, we conclude that $v_{j} \in L^{2}(\mathbb{R})$. In particular, there exists a sequences of real numbers $\left(\alpha_{i}\right)_{i}$ (resp. $\left.\left(\beta_{i}\right)_{i}\right)$ which tends to $-\infty$ (resp. $+\infty$ ) and for which

$$
\lim _{i \rightarrow+\infty} v_{j}\left(\alpha_{i}\right)=\lim _{i \rightarrow+\infty} v_{j}\left(\beta_{i}\right)=0
$$

Again, we use the result of Lemma 4.1 to get

$$
\int_{\alpha_{i}}^{\beta_{i}} v_{j}^{2} \leq c\left(h\left(\beta_{i}\right)-h\left(\alpha_{i}\right)\right),
$$

and we pass to the limit as $i \rightarrow+\infty$ to conclude that $v_{j}=0$. This completes the proof of the result.

Observe that the explicit knowledge of some Jacobi fields yields some information about the indicial roots of the operator $L_{\tau}$. Indeed, since the Jacobi fields $\Phi_{\tau}^{j, \pm}$, described in subsection 3.2, are at most linearly growing, the associated indicial roots are all equal to 0 . Hence we conclude that

$$
\gamma_{j}(\tau)=0
$$

for $j=0, \ldots, n$ and for all $\tau \in(-\infty, 0) \cup\left(0, \tau_{*}\right]$. The situation is completely different when $j \geq n+1$ since if $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$ then,

$$
\gamma_{j}(\tau)>0
$$

To prove these, we argue by contradiction and assume that $\gamma_{j}(\tau)=0$ for some $j \geq n+1$ and some $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$. The discussion of section 3 shows that the homogeneous problem $L_{\tau, j} \omega=0$ admits at least one nontrivial periodic solution. However, since we have assumed that $j \geq n+1$, this would contradict the result of Proposition 4.7. These prove the two first part of the Theorem.

## 5. The limit of the indicial roots as $\tau$ tends to 0

We show that, as $\tau$ tends to 0 , the indicial roots $\gamma_{j}(\tau)$ remain bounded from below by any constant less than $\delta_{j}$. This result relies on a precise estimate of the potential which appears in the expression of $L_{\tau}$.

Lemma 5.1. Given $\eta>0$, there exists $\tau_{0}>0$ and $s_{0}>0$ such that for all $\tau \in\left(-\tau_{0}, 0\right) \cup\left(0, \tau_{0}\right)$, we have

$$
\frac{n(n+2)}{4} \varphi_{\tau}^{2}+\frac{n(3 n-2)}{4} \tau^{2 n} \varphi_{\tau}^{2-2 n} \leq \eta
$$

in $\left[s_{0}, \frac{s_{\tau}}{2}-s_{0}\right] \cup\left[\frac{s_{\tau}}{2}+s_{0}, s_{\tau}-s_{0}\right]$.

Proof: It follows from the result of Lemma 2.2 that, as $\tau$ tends to 0 :

- the sequence of functions $\tau^{2 n} \varphi_{\tau}^{2-2 n}$ converges, uniformly on compact sets, to the function $s \longrightarrow \frac{1}{\cosh (n-1) s}$,
- the sequence of functions $\varphi_{\tau}$ converges, uniformly on compact sets, to 0 ,
- the sequence of functions $\tau^{2 n} \varphi_{\tau}^{2-2 n}\left(\cdot+\frac{s_{\tau}}{2}\right)$ converges, uniformly on compact sets, to 0 ,
- the sequence of functions $\varphi_{\tau}\left(\cdot+\frac{s_{\tau}}{2}\right)$ converges, uniformly on compact sets, to the function $s \longrightarrow \frac{1}{\cosh s}$.

Given $\eta>0$, we fix $s_{0}>0$ so that

$$
\frac{n(n+2)}{4} \frac{1}{\cosh s_{0}} \leq \eta / 4 \quad \text { and } \quad \frac{n(3 n-2)}{4} \frac{1}{\cosh \left((n-1) s_{0}\right)} \leq \eta / 4
$$

Next, we use the converge properties stated above, to fix $\tau_{0}>0$ such that

$$
\frac{n(n+2)}{4} \varphi_{\tau}^{2}\left(\frac{s_{\tau}}{2}-s_{0}\right) \leq \frac{\eta}{2} \quad \text { and } \quad \frac{n(3 n-2)}{4} \tau^{2 n} \varphi_{\tau}^{2-2 n}\left(s_{0}\right) \leq \frac{\eta}{2}
$$

for all $\tau \in\left(-\tau_{0}, 0\right) \cup\left(0, \tau_{0}\right)$. Recall that the function $s \rightarrow \sigma_{\tau}(s)$ is monotone increasing in $\left[0, \frac{s_{\tau}}{2}\right]$. Hence, we conclude that

$$
\frac{n(n+2)}{4} \varphi^{2}(s) \leq \eta / 2 \quad \text { for all } \quad s \in\left[0, \frac{s_{\tau}}{2}-s_{0}\right]
$$

and

$$
\frac{n(3 n-2)}{4} \tau^{2 n} \varphi^{2-2 n}(s) \leq \eta / 2 \quad \text { for all } \quad s \in\left[s_{0}, \frac{s_{\tau}}{2}\right]
$$

This yields the estimate in the set $\left[s_{0}, \frac{s_{\tau}}{2}-s_{0}\right]$. Finally, a similar analysis gives the estimate in $\left[\frac{s_{\tau}}{2}+s_{0}, s_{\tau}-s_{0}\right]$.

We now prove that, provided $j \geq n+1$, the indicial roots $\gamma_{j}(\tau)$ remain bounded from below by any constant less than $\delta_{j}$ as $\tau$ tends to 0 .

Proof: The fact that $\gamma_{j}(\tau)>0$ for $j \geq n+1$ and $\tau \in\left[\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right]$ already ensure that there exists a function $v$ solution of

$$
\mathcal{L}_{\tau}\left(v e_{j}\right)=0
$$

which decays exponentially at $+\infty$. Applying the result of Proposition 4.6 , we see that $v$ does not vanish, hence we may well assumed that $v$ is normalized so that

$$
v(0)=1
$$

Step 1 Using the result of Lemma 4.1, we see that

$$
\left(\lambda_{j}-2 n+2\right) \int_{s}^{+\infty} \varphi_{\tau}^{n-2} v^{2}+n^{2} \iota|\tau|^{n} \int_{s}^{+\infty} v^{2} \leq-h(s)
$$

for all $s$, where we recall that

$$
h:=\varphi_{\tau}^{n-2} v \partial_{s} v+(n-2) \varphi_{\tau}^{n-3} v^{2} \partial_{s} \varphi_{\tau}
$$

Hence

$$
h(s)<0 .
$$

And this implies that

$$
\partial_{s}\left(\varphi_{\tau}^{n-2} v\right)<0
$$

In particular, using the fact that the function $\sigma_{\tau}$ and hence the function $\varphi_{\tau}$ are increasing on $\left[0, s_{\tau} / 2\right]$, we conclude that the function

$$
\omega:=\varphi_{\tau}^{\frac{n-2}{2}} v
$$

is decreasing in $\left[0, s_{\tau} / 2\right]$. We even have

$$
\partial_{s} \omega<0
$$

in this set. Recall that the function $\omega$ is a solution of $L_{\tau, j} \omega=0$.

Step 2 Assume that $\eta>0$ is fixed. We fix $s_{0}$ and $\tau_{0}$ as in Lemma 5.1, so that

$$
\frac{n(n+2)}{4} \varphi_{\tau}^{2}+\frac{n(3 n-2)}{4} \tau^{2 n} \varphi_{\tau}^{2-2 n} \leq \eta / 4
$$

on $\left[s_{0}, \frac{s_{\tau}}{2}-s_{0}\right]$, for all $\tau \in\left(-\tau_{0}, 0\right) \cup\left(0, \tau_{0}\right)$. To simplify the notations, we set

$$
S_{0}:=\frac{s_{\tau}}{2}-s_{0} \quad \text { and } \quad \beta_{j}:=\sqrt{\delta_{j}^{2}-\eta / 4}
$$

We denote

$$
Q_{j, \tau}:=\delta_{j}^{2}-\frac{n(n+2)}{4} \varphi_{\tau}^{2}-\frac{n(3 n-2)}{4} \tau^{2 n} \varphi_{\tau}^{2-2 n}
$$

By assumption,

$$
Q_{j, \tau}>\beta_{j}^{2}
$$

over $\left[s_{0}, S_{0}\right]$. We choose $a, b \in \mathbb{R}$ such that the function

$$
\bar{\omega}:=a e^{\beta_{j} s}+b e^{-\beta_{j} s}
$$

agrees with $\omega$ at $s=s_{0}$ and $s=S_{0}$. Namely

$$
\bar{\omega}\left(S_{0}\right)=\omega\left(S_{0}\right) \quad \text { and } \quad \bar{\omega}\left(s_{0}\right)=\omega\left(s_{0}\right)
$$

We find explicitly

$$
a=\frac{\omega\left(S_{0}\right) e^{\beta_{j} S_{0}}-\omega\left(s_{0}\right) e^{\beta_{j} s_{0}}}{e^{2 \beta_{j} S_{0}}-e^{2 \beta_{j} s_{0}}} \quad \text { and } \quad b=\frac{\omega\left(s_{0}\right) e^{-\beta_{j} s_{0}}-\omega\left(S_{0}\right) e^{-\beta_{j} S_{0}}}{e^{-2 \beta_{j} s_{0}}-e^{-2 \beta_{j} S_{0}}}
$$

Since $Q_{j, \tau}>\beta_{j}^{2}$ over $\left[s_{0}, S_{0}\right]$, we see that

$$
\partial_{s}^{2}(\omega-\bar{\omega})-\beta_{j}^{2}(\omega-\bar{\omega}) \leq 0
$$

in $\left[s_{0}, S_{0}\right]$ and $(\omega-\bar{\omega})\left(s_{0}\right)=(\omega-\bar{\omega})\left(S_{0}\right)=0$. The maximum principle then implies that $\omega \leq \bar{\omega}$ on $\left[s_{0}, S_{0}\right]$.

We claim that

$$
\omega\left(S_{0}\right) \leq 2 \omega\left(s_{0}\right) e^{-\beta_{j}\left(S_{0}-s_{0}\right)}
$$

Indeed, we have shown that the function $\omega$ is strictly decreasing over [ $0, s_{\tau} / 2$ ], hence $\omega\left(S_{0}\right)<\omega\left(s_{0}\right)$ and this implies that $b>0$.

Without loss of generality, we may as well assume that

$$
\omega\left(S_{0}\right)>\omega\left(s_{0}\right) e^{-\beta_{j}\left(S_{0}-s_{0}\right)}
$$

Otherwise there is nothing to prove. Under this assumption, we have $a>0$ and also $b \in\left(0, \omega\left(s_{0}\right) e^{\beta_{j} s_{0}}\right)$. Still using the fact that the function $\omega$ is strictly decreasing on $\left[0, s_{\tau} / 2\right]$, we find that

$$
\omega\left(S_{0}\right)=\inf _{s \in\left[s_{0}, S_{0}\right]} \omega \leq \inf _{s \in\left[s_{0}, S_{0}\right]} \bar{\omega}
$$

But, $a$ and $b$ being positive, the infinium of $\bar{\omega}$ over $\mathbb{R}$ is achieved at the point $s_{m}>s_{0}$ which satisfies $e^{2 \beta_{j} s_{m}}=b / a$ (observe that $s_{m}>s_{0}$ since $\bar{\omega}\left(S_{0}\right)<$ $\left.\bar{\omega}\left(s_{0}\right)\right)$. First we rule out the case $s_{m}<S_{0}$. Indeed, if this were the case then we would have $\omega\left(S_{0}\right)<\bar{\omega}\left(s_{m}\right)=2 \sqrt{a b}$. Introducing in this inequality the expression for both $a$ and $b$ we find that

$$
\left(\omega\left(S_{0}\right) \cosh \left(\beta_{j}\left(S_{0}-s_{0}\right)\right)-\omega\left(s_{0}\right)\right)^{2}<0,
$$

which is not possible. Therefore we always have $s_{m} \geq S_{0}$ and this implies that

$$
a=b e^{-2 \beta_{j} s_{m}} \leq b e^{-2 \beta_{j} S_{0}} .
$$

In particular we obtain

$$
\omega\left(S_{0}\right) \leq \bar{\omega}\left(S_{0}\right)=a e^{\beta_{j} S_{0}}+b e^{-\beta_{j} S_{0}} \leq 2 \omega\left(s_{0}\right) e^{-\beta_{j}\left(S_{0}-s_{0}\right)} .
$$

This completes the proof of the claim.

The function $\omega$ being decreasing on $\left[0, s_{\tau} / 2\right]$, we conclude that

$$
\omega\left(s_{\tau} / 2\right) \leq 2 \omega\left(s_{0}\right) e^{-\beta_{j}\left(S_{0}-s_{0}\right)} \leq 2 \omega(0) e^{-\beta_{j}\left(S_{0}-s_{0}\right)}
$$

Since, $s_{\tau}$ tends to $+\infty$ as $\tau$ tends to 0 , reducing $|\tau|$ if this is necessary, we can assume that

$$
2 e^{-\beta_{j}\left(S_{0}-s_{0}\right)} \leq e^{-\tilde{\beta}_{j} \frac{s_{T}}{2}}
$$

where

$$
\tilde{\beta}_{j}=\sqrt{\delta_{j}^{2}-\eta / 2} .
$$

Hence, we conclude that

$$
\begin{equation*}
\omega\left(s_{\tau} / 2\right) \leq \omega(0) e^{-\tilde{\beta}_{j} \frac{s_{\tau}}{2}} . \tag{5.1}
\end{equation*}
$$

provided $\tau$ is chosen small enough.
Step 3 We claim that, provided $\tau$ is chosen small enough, the function $\omega$ is decreasing in $\left[s_{\tau} / 2+s_{0}, s_{\tau}-\bar{s}_{0}\right]$, for some suitable choice of $\bar{s}_{0} \geq s_{0}$. Recall that $\omega$ and $Q_{j, \tau}$ are strictly positive in $\left[s_{\tau} / 2+s_{0}, s_{\tau}-s_{0}\right]$. Hence

$$
\partial_{s}^{2} \omega>0
$$

i.e. $\omega$ is strictly convex in this set. Observe that, for all $s \in \mathbb{R}$

$$
\omega\left(s+s_{\tau}\right)=\omega\left(s_{\tau}\right) \omega(s)
$$

since the difference between these two functions vanishes at $s=0$ and is exponentially decaying, hence this difference is identically equal to 0 by Proposition 4.6. This implies that $\omega$ is strictly decreasing over $\left[s_{\tau}, 3 s_{\tau} / 2\right]$.

Case 1 We now rule out the case where, for some sequence of $\tau$ tending to 0 , the function $\omega$ is strictly increasing in $\left[s_{\tau} / 2+s_{0}, s_{\tau}-s_{0}\right]$. Assume that this is the case. Then the function $\omega$ is increasing over $\left[s_{\tau} / 2+s_{0}, s_{\tau}-s_{0}\right]$ and is decreasing on $\left[s_{\tau}, 3 s_{\tau} / 2\right]$. Hence the maximum of $\omega$ on $\left[s_{\tau} / 2+s_{0}, 3 s_{\tau} / 2\right]$ is achieved at a point $s_{\tau}^{*} \in\left[s_{\tau}-s_{0}, s_{\tau}\right]$. We define

$$
\hat{\omega}(s):=\frac{\omega\left(s+s_{\tau}^{*}\right)}{\omega\left(s_{\tau}^{*}\right)}
$$

The sequence of functions $\hat{\omega}$ is bounded on compact sets and solves an homogeneous ordinary differential equation. Hence the derivative of $\hat{\omega}$ is also bounded on compacts and by Ascoli's theorem, we can extract a subsequence which converges, as $\tau$ tends to 0 , to $\omega_{*}$, a nontrivial bounded solution of

$$
L_{1}\left(\omega_{*} e_{j}\right)=0
$$

in $\mathbb{R}$. However, the result of Proposition 4.2 shows that $\omega_{*} \equiv 0$, which is a contradiction.

Case 2 It remains to consider the case where, for some sequence of $\tau$ tending to 0 , the function $\omega$ has a local minimum in $\left[s_{\tau} / 2+s_{0}, s_{\tau}-s_{0}\right]$, say at a point $s_{\tau}^{*}$. If $s_{\tau}-s_{\tau}^{*}$ tends to $+\infty$, as $\tau$ tends to 0 , then, the function $\omega$ being convex on $\left[s_{\tau} / 2+s_{0}, s_{\tau}-s_{0}\right]$, this implies that $\omega$ is increasing over $\left[s_{\tau}^{*}, s_{\tau}-s_{0}\right]$ and we can argue as in Step 1 to rule out this possibility.
Therefore, the sequence $s_{\tau}-s_{\tau}^{*}$ tends to some positive constant, taking $\bar{s}_{0}$ to be the supremum of all such constants, we have shown that $\omega$ is decreasing in $\left[s_{\tau} / 2+s_{0}, s_{\tau}-\bar{s}_{0}\right]$. Which completes the proof of the claim.

Arguing as in the last Step 2, we get

$$
\begin{equation*}
\omega\left(s_{\tau}-s_{0}\right) \leq \omega\left(s_{\tau} / 2+s_{0}\right) e^{-\tilde{\beta}_{j}\left(\frac{s_{\tau}}{2}+s_{0}\right)} . \tag{5.2}
\end{equation*}
$$

It is an easy exercise to show, using the positivity of $\omega$, that there exists a constant $c>0$ independent of $\tau$ such that

$$
\begin{equation*}
\omega\left(s_{\tau} / 2+s_{0}\right) \leq c \omega\left(s_{\tau} / 2\right) \quad \text { and } \quad \omega\left(s_{\tau}\right) \leq c \omega\left(s_{\tau}-s_{0}\right) . \tag{5.3}
\end{equation*}
$$

Collecting (5.2), (5.3) and reducing the range of $\tau$ if this is necessary, we conclude that

$$
\omega\left(s_{\tau}\right) \leq \omega(0) e^{-\hat{\beta}_{j} s_{\tau}}
$$

where we have set $\hat{\beta}_{j}=\sqrt{\delta_{j}^{2}-\eta}$. This inequality implies that

$$
\gamma_{j}(\tau) \geq \hat{\beta}_{j}
$$

for all $\tau$ small enough.

As a by product of the previous result, we get the :
Corollary 5.1. Assume that $j \geq n+1$ and $\tau \in\left(\tau^{*}, 0\right) \cup\left(0, \tau_{*}\right)$. There exists a unique solution of

$$
L_{\tau, j} \omega=0
$$

in $(0,+\infty)$ with $\omega(0)=1$, which satisfies

$$
\begin{equation*}
\frac{1}{c} e^{-\gamma_{j} s} \leq \omega(s) \leq c e^{-\gamma_{j} s} \tag{5.4}
\end{equation*}
$$

for some constant $c>1$ depending on $\tau$.

We end this chapter by proving that the indicial roots are increasing as a function of $\lambda_{j}$.

Corollary 5.2. There exists $\tau_{0}>0$ such that, for all $\tau \in\left(-\tau_{0}, 0\right) \cup\left(0, \tau_{0}\right)$, we have

$$
\gamma_{j+1}(\tau)>\gamma_{j}(\tau)
$$

if $\lambda_{j+1}>\lambda_{j}$ and $j \geq n+1$.

Proof: Assume that $j \geq n+1$ and that $\omega_{j}$ is the exponentially decreasing function defined in Corollary 5.1 for $L_{\tau, j}$. Given $\delta \in \mathbb{R}$, we compute

$$
L_{\tau, j+1} \omega_{j}^{1+\delta}=\left(\lambda_{j}-\lambda_{j+1}\right) \omega_{j}^{1+\delta}+\delta(1+\delta)\left(\partial_{s} \omega_{j}\right)^{2} \omega_{j}^{\delta-1}+\delta \omega_{j}^{\delta} \partial_{s}^{2} \omega_{j} .
$$

The function $\omega_{j}$ being positive, and a solution of $L_{\tau, j} \omega_{j}=0$, there exists a constant $c>0$ (independent of $|\tau|$ small enough) such that

$$
\left|\partial_{s}^{2} \omega_{j}\right|+\left|\partial_{s} \omega_{j}\right| \leq c \omega_{j} .
$$

in $(0,+\infty)$. Choosing $\delta>0$ small enough, we conclude that

$$
L_{\tau, j+1} \omega_{j}^{1+\delta}<0
$$

in $(0,+\infty)$.

In particular, the function $\omega_{j}^{1+\delta}$ is a supersolution and this, together with the result of Proposition 4.5 , implies that $\omega_{j+1}$ the exponentially decaying function defined in Corollary 5.1 for $L_{\tau, j+1}$, satisfies

$$
\omega_{j+1} \leq \omega_{j}^{1+\delta}
$$

Hence

$$
\gamma_{j+1}(\tau) \geq(1+\delta) \gamma_{j}(\tau)
$$

and the proof of the result is complete.
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