Sentence Production 
The production process
Relevance of syntactic and semantic based grammars
It was established in Chapter 4 that the syntactic based grammars of Chomsky are psychologically invalid since their rules are formulated on the basis of a premise that Chomsky himself admits is psychologically 'absurd.' That premise is that the order of the construction of a structure in the derivation of sentences begins with syntax and ends with semantics and phonetics. The reason such an order cannot reasonably he held to be psychologically valid is that it does not conform to either of the essential language processes which speakers use. It does not conform to the process of sentence production, which takes meaning and converts it to speech sounds, nor does it conform to the process of sentence understanding (comprehension, recognition, interpretation) which takes speech sounds and converts them to meaning. Rules of a grammar which are written to describe a process that speakers would not use (no one would begin to produce or understand sentence by first generating an abstract syntactic structure) cannot be regarded as psychologically valid. Such being the case, syntactically based grammars cannot be considered in any serious way as contributing to the development of theory which concerns the production and understanding of sentences by speakers.

The situation for semantic based grammars, however, is quite different. Since the rules of semantic based grammars are written to conform in outline to a psychologically real process, that of sentence production (where given meaning a sound form is derived), such grammars may be considered as possible psychological theories of how speakers produce sentences. However, while such grammars contribute very greatly to our understanding of the essentials of the production process, one principal consideration precludes our accepting such grammars as theories of the production process. That consideration involves the requirement that the Surface Structure as a whole be provided as input to the phonological component.

Linearity and efficiency considerations
It is the belief of many psycholinguists, e.g. Schlesinger ( 1977) and Watt ( 1970), as well as myself, that in producing (and understanding) sentences no distinct sequencing between semantic, syntactic, and phonetic levels need be maintained. That is, an entire level of structure need not be entirely formed before other levels can begin formation. For example, in production, while a part of Surface Structure could be receiving a phonetic interpretation, other parts of Surface Structure could be just becoming formed. Then, too, because the production of a sentence involves the output of words in a linear order, i.e. words are uttered one at a time in sequence, it is possible for the Phonetic Representation of some words to be uttered while other syntactic structures and phonetic representations are in the process of incipient formation. The number of words which may be uttered while other processing continues depends on the nature of the complexity of the sentence. The faster that words of a sentence can be uttered (in their proper order), the less is the burden on memory. The same is true in sentence understanding where words may be understood before all have been received. Our capacity to process lengthy and complex sentences is increased to the extent that our short-term memory, which is limited, is relieved of unnecessary storage. The speed at which we may process a sentence also is increased by a model which permits more than one type of processing to occur in time. For what must also be accounted for in both the production and understanding of sentences is the fantastic speed at which processing is accomplished. Thus, there is good reason to suppose that a complete Surface Structure need not be formed before Phonological rules can be applied. If semantic based grammars are to be regarded as psychologically valid, they must be modified in accord with the actual psychological processing of speakers.

There is one special set of operations that must be incorporated into any production model, a set that involves the exploitation of frequently occurring structures. Familiar phrases like the little boy or bread and butter, and familiar sentences like Mary had a little lamb or Where is it? undoubtedly are stored in memory in their entirety as is a lexical item like dog or eclipse. There is no reason to suppose that such sentences need to be created in the way that novel sentences must be. Rather, given that one wishes to express the meaning of one of these stock items, no grammar rules need be applied. In memory, the appropriate phonetic representation will be stored directly with the meaning just as it is for morphemes and idioms. Thus, frequency of occurrence will establish permanent entries for phrases and sentences the same way as it does for lexical items. Such storage could help to explain how it is that familiar sentences are easier to produce and understand than unfamiliar sentences.

This view on familiar phrases and sentences is not in accord with theorists such as Chomsky who has asserted that 'The sentences used in everyday discourse are not "familiar sentences"' and that 'In fact, even to speak of "familiar sentences" is an absurdity' ( Chomsky, 1967b: 4). While he is quite right in arguing that habit or conditioning alone cannot account for novel sentence use, it does not follow that habit or conditioning must play no important role in language learning and performance. The fact that speakers are able to produce and understand sentences at the fantastic rate that they do could never be explained, if we supposed that every sentence had to be constructed through the application of all related rules. (It is ironic that Chomsky should argue against familiar sentences when he himself has made certain sentences such as John is easy to please and Colorless green ideas sleep furiously familiar to his readers.)

Aside from providing a direct meaning-sound association for rapid processing of production and understanding, familiar phrases and sentences may provide a basis for the processing of novel phrases and sentences which are similar to them. If we have stored a familiar phrase and sentence, e.g. the little boy and The dog ran, we should not need to reprocess everything when structurally similar phrases and sentences that we have never dealt with before such as the little girl and The cat ran are to be produced or understood. It is likely that through simple substitution (girl for boy and cat for dog) we have entire ready-made semantic or phonetic sequences at our disposal. Undoubtedly, the amount of time that it takes to search through a myriad of stored data is less than that which is needed to produce or understand the sentence through the regular rule-use channel. Direct access to phrases and sentences should be nearly as rapid as it is for individual words. Our quick access to the sound or meaning of idioms provides some evidence in this regard. Since idioms, e.g. kick the bucket and leaves a bad taste in the mouth, by their nature are the sort of items whose sound and meaning connection cannot be determined through ordinary analysis but ultimately must rely on an arbitrary association, such items must be stored in memory and indexed somehow on the basis of sound and meaning.

Some aspects of the production process
The aim of the production process is to provide a set of sounds for a thought that a speaker wishes to convey. This may be done through the use of elaborate syntactic and phonological rules or, when the situation warrants, directly through a meaning-sound association. The thought which a speaker intends to express (also to be referred to as the meaning of a sentence or Semantic Representation) consists of two basic components, purpose and proposition.

The purpose component of the Semantic Representation involves the speaker's aim or intention in communicating a proposition to a listener. In the philosophical and linguistic literature this topic appears under such names as speech acts and illocutionary acts. Most of the work in this area originated with Austin ( 1962) and has been developed by many theorists, most notably Searle ( 1969; 1975). For example, with regard to the proposition of ['happy,' 'John'] a speaker may assert that the proposition is true by means of the sentence John is happy. Or, a speaker may make a denial (John is not happy), a question (Is John happy?), an order (Be happy John), a promise (I promise that you will be happy John), a warning (You may not be happy John), or a prediction (You will not be happy John). All of these different purposes involve the same proposition of ['happy,' 'John']. Incidentally, sentences with the same form can be used to express different purposes, e.g. John is not happy can be used to provide a simple description as well as a denial. 

The proposition aspect is essentially that formulation which philosophers, linguists, and others refer to as consisting of arguments, predicates, and certain basic modifiers such as those concerning quantification and time. Thus, for example, the sentence John pushed Jim consists of a proposition with the following conceptual (non-linguistic) elements: two arguments ('John,' 'Jim') and one predicate ('push'). The arguments fit the requirements of the predicate idea 'push' such that a complete thought is formed. Whether all or some of a predicate idea's argument requirements are expressed in a sentence varies from language to language. For example, while all three arguments of the English verb send may be specified in a sentence (John sent the parcel to Mary), specifying only one or two arguments may also be sufficient (The parcel was sent, John sent the parcel) although which particular arguments can appear is restricted (*John sent, *Johnsent to Mary). Modification can be made to arguments and predicates or to propositions as a whole. For example, an argument can be quantified as represented by the noun phrases a boy, some boys, and three boys; a predicate can be modified in terms of aspect, e.g. ran (action completed) and is running (action continuing); and a proposition can be modified in terms of time, e.g. John came (event described by a proposition which occurred in the past), John came in the morning (event occurred at a specific time in the past), or in terms of probability, e.g. I expect John to come and John will probably come.

While the form of a sentence is mainly determined by purpose and proposition, other variables, too, may significantly affect its form. Some of these are focus, politeness, and reference.

Focus: Arguments may be given prominence or emphasis by being assigned different orders in a sentence, e.g. John gave the ball to Mary, The ball was given to Mary by John, and Mary was given the ball by John.

Politeness: Different words may be substituted depending on the level of politeness and formality, e.g. I hear his old man croaked as opposed to I hear his father died.

Reference: Arguments involved may be expressed as noun phrases in a number of ways: (1) as a proper name, e.g. John, Mary, Santa Claus; (2) as a pronoun, e.g. she, it, we, they; or (3) as a noun with modification. Modification may appear in the form of determiners (e.g. a pen, these pens), quantifiers (e.g. two pens, the pens), adjectives (e.g. green cheese, the happy boy), phrases (e.g. the gloves on the dresser, the meat in the tin), and clauses (e.g. the cheese which is green, the meat which is in the tin, the girl who sells matches). All such noun modification, it is worth noting, involves one common basic semantic function and that is to single out or bring to prominence one or more objects that are members of a class of objects.

The basis according to which a speaker selects a proper name, a pronoun, or a noun with modification to represent an argument in a proposition depends not only on such a consideration as whether one or more objects is being referred to but also on what the speaker estimates the listener's knowledge of the argument to be. A proper name is used by a speaker if the speaker estimates that the listener knows the name and has sufficient knowledge about the object referred to so that what is said about it can be properly interpreted, e.g. Joe English wants you to phone him. If the speaker estimates that the listener does not know the name, the speaker may decide to introduce it by using a non- restrictive relative clause to provide a description, e.g. Joe English [who is] from the State government, wants you to phone him. Otherwise, the speaker will use some sort of complex noun phrase, e.g. Someone [who is] from the State government wants you to phone him.

Whether or not a or the will be used in a noun phrase depends on referent awareness and quantity considerations. Awareness of a referent can be established either through linguistic or environmental means. With respect to linguistic means, consider a case where a speaker says When dealing with a child, always treat the child with respect. In the phrase following treat, the word the is appropriate because an awareness of the referent has been established. If the phrase had a, the result (When dealing with a child, always treat a child with respect.) would be inappropriate since the speaker is referring to the same entity or class. My own use of a speaker and the speaker in the previous sentences illustrates the same point.) With respect to reference being established through environmental means, consider where one salesclerk says to another The customer wants to know if we sell clocks. This may be said if the customer is in view and is identifiable by the listener. It would be inappropriate to use A customer . . . in such a situation.

It might be well here to note the use of pronouns since their use, too, is governed by prior linguistic and environmental reference. For example, A boy came for you, but he didn't wait is appropriate since prior reference is provided by the noun phrase a boy. It would not be appropriate to say He came for you . . . without any prior reference. Such reference can be provided through the environment, which is, of course, the ultimate basis for all reference. For example, one salesclerk might say to another She wants to know if we sell clocks if the person referred to as she is present for the salesclerk who is being addressed to identify.

Concerning number, a variety of considerations are involved with respect to the use of a and the. A few will be noted here. A speaker must consider whether one or more of a class of objects are involved (a dog and the dog for one or the generic, and the dogs for more than one) and whether the object being referred to is the only member in the class. Regarding this latter point, we say the present president of the U.S. and not a present president of the U.S. because there is only one present president of the U.S., and we would say the man who sells magazines downstairs and not a man who sells magazines downstairs if there is only one man who sells magazines downstairs.

The essentials of the sentence production process are shown in Fig. 1. The following remarks are intended to help explain the operations and components of the process.

Thought process . This universal thinking process uses knowledge and a stock of concepts to produce thoughts. It is stimulated by various mental and physical influences.

Knowledge . A basic stock of conceptual elements and relations out of which knowledge of the world (excluding language) is constructed and stored. The conceptual basic stock is universal to all human beings.

Purpose + Proposition . This is the essential thought which a person wishes to communicate to someone. It is conceptual (non-linguistic) in nature. Communication of the thought may be realized through linguistic or behavioral means. Purpose involves such intentions as questioning, denying, asserting, and warning with respect to a proposition. The proposition itself consists of three types of non-linguistic concepts: arguments, predicates, and qualifiers.

Information required by language . This consists of language independent concepts such as certain referential and politeness data. What is to be included varies from language to language. English, for example, requires that an object being referred to be specified as to whether it is the only one in its class and if it has a previous referent.

Semantic representation . This is the complete thought that the speaker intends to communicate. It consists entirely of universal, language independent concepts, some of which are obligatory (purpose and proposition) and some of which are optional (those such as politeness and reference).

Basic strategies . This is the first of a number of language components which serve to convert a Semantic Representation to a phonetic form. This may be done directly through a search of the Stored Items or, if this fails, through a search of the Transformational rules. Regarding Stored Items, the Basic Strategies will either recover exact items or use an analogy routine for similar items.

Stored items . All morpheme, word, phrase, and sentence entries contain at least two pieces of information, their meaning and their phonetic form. Immediate direct recovery of a phonetic form without having to search through Transformational and Phonological rules thus may occur. In addition, phrases and sentences which are associated with the items are also stored here.

Transformational rules . When the Stored Items component is unable to provide a direct phonetic representation for any aspects of a Semantic Representation, then the operation of Transformational rules is necessary. These Transformational rules provide a syntactic structure for expressing the relations among arguments and predicates.

Surface structure . The operations of Transformational rules and Basic Strategies serve to provide a syntactic Surface Structure with word forms.

Phonological rules and phonetic representation . The Phonological rules provide a Phonetic Representation given a Surface Structure as input. The Phonetic Representation provides the pronunciation of the sentence as a whole. It is a psychological level of perceived speech consisting of discrete speech sounds and prosodic features, e.g. the sound [b] and the stress

Articulatory apparatus . The brain controls the movements of the tongue, lips, vocal chords, etc. so that physical speech sounds are produced.

Acoustic signal . This consists of sound waves which are describable in terms of frequency, amplitude, and change over time. Speech sounds are not identifiable as discrete units. Rather, a complex continuous blending of waves constitutes the speech sound signal.
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