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                                                                                                 LECTURE 1 

WHAT IS SEMANTICS? 

 

Semantics is the technical term used to refer to the study of meaning. 

This term is a recent addition to the English language.  One of the earliest uses of the 

term was in 1894, in a paper entitled: “Reflected meanings: a point in semantics.” In this 

case, the term was used to refer not to meaning only but to its development which is what 

we call now “historical semantics”. 

In 1900, a book called “Semantics: studies in the science of meaning” was published. The 

term Semantics was treated in this book the way we use it today, to refer to the “science” 

of meaning not the changes of meaning from a historical point of view. 

• The use of the word “semantics” in popular language: 

In popular language, especially in newspapers, the word “semantics” is used to refer to 

the manipulation of language, mostly to mislead by choosing the right word. For example, 

the following headline in The Guardian in 1971: “Semantic manoeuvres at the Pentagon”.  

In this article the term “mobile manoeuvre” was being used to mean “retreat”.  

WHAT IS “MEANING”? 

“Meaning” covers a variety of aspects of language, and there is no general agreement 

about the nature of meaning.  

Looking at the word itself, the dictionary will suggest a number of different meanings of 

the noun “meaning” and the verb “mean”. 

The word mean can be applied to people who use language, i.e. to speakers, in the sense 

of “intend”. And it can be applied to words and sentences in the sense of “be equivalent 

to”. To understand what meaning is, one has to keep in mind whether we are talking 

about what speakers mean or what words (or sentences)mean. 

• Utterance Meaning (Speaker Meaning) is what a speaker means (i.e. intends to 

convey)when he uses a piece of language. It includes the secondary aspects of meaning, 

especially those related to context.  

• Sentence Meaning (or Word Meaning) is what a sentence (or word) means, i.e. what it 

counts as the equivalent of in the language concerned. 

Example: 

“Nice day.” 

This sentence is equivalent to something like “This is a lovely day.” 
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However, depending on the situation and the speaker‟s facial expressions, tone of voice, 

or the relationship that exists between the speaker and hearer, it can mean the exact 

opposite, i.e. “This is not a nice day.” 

From what we discussed above, it becomes clear that there is a distinction between what 

would seem to be the usual meaning of a word or a sentence, and the meaning it has in 

certain specific circumstances or contexts. It is this distinction that allows us to say one 

thing and mean another. 

This is a difference between Semantics and Pragmatics.  

WHAT IS PRAGMATICS? 

Pragmatics is the study of meaning that a sentence has in a particular context in which it 

is uttered.  

As we mentioned earlier, the difference between Semantics and Pragmatics is that the 

study of Semantics is independent of context.  

e.g. There‟s a car coming. 

This sentence out of context simply gives information that a car is coming, but in a 

specific context it can be understood as a warning. 

 

 LECTURE 2 

SENSE AND REFERENCE 

Sense and reference are two very distinct ways of talking about the meaning of words and 

other expressions. 

Sense deals with the relationships inside the language. 

Reference deals with the relationship between the language and the world. 

SENSE 

The sense of an expression is its place in a system of semantic relationships with other 

expressions in the language.  

E.g. The relationship between “big” and “small” is oppositeness of meaning (antonymy). 

The relationship between “rich” and “wealthy” is sameness of meaning (synonymy). 

• We will talk more about sense relations in a coming lecture. 
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Notes: 

1. In some cases, the same word-form can have more than one sense. E.g. Look at 

the word-form  “bank” in the following sentences: 

“I have an account at the bank.” 

“We took the boat to the other bank of the river.” 

 In these examples, “bank” has a different sense in each sentence. 

2. We can talk about the sense, not only of words, but also of longer expressions such as 

phrases and sentences. 

e.g. “Rupert took off his jacket.” 

 “Rupert took his jacket off.” 

We say that both of these sentence have the same sense. 

3. One sentence can have different senses. 

e.g. “The chicken is ready to eat.” 

This sentence has two different senses. The first sense is that the chicken is ready to be 

eaten. The second sense is that the chicken is ready to eat something. 

REFERENCE 

Reference is a relationship between parts of a language (words and phrases) and things 

outside the language (in the world). 

By reference a speaker indicates which things and persons in the world are being talked 

about.  

e.g. My son is in the house. 

“My son” here refers to a person in the world  and “the house” refers to a thing in the 

world. 

To make the term reference clearer to you, hold a book in your hand and describe it in a 

sentence. For example: “This book is about Semantics.” 

The English expression “this book” is part of the language. This expression can refer to 

any book. In the example, we used it to refer to part of the world which is the book you 

are holding in your hand. “Reference” is the relationship between the language 

expression and the real world object. 

After looking at the previous example, we can give the following two definitions: 
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• A referring expression is any expression used in an utterance to refer to something or 

someone. 

• A referent is the person or thing in the world speakers refer to by using a referring 

expression. 

The relation between a referring expression and a referent is what we call reference.  

Notes:  

1. The same referring expression can, in some cases,  be used to refer to different 

referents. 

e.g. The referring expression “this book” can be used to refer to different books. 

2. Two different referring expressions can have the same referent. 

e.g. The two expressions “Riyadh” and “the capital of Saudi Arabia” both refer to the 

same place. 

COMPARING 

SENSE AND REFERENCE 

1. The referent of an expression is often a thing or person in the world; whereas the sense 

of an expression is not a thing at all.  

The sense of an expression is an abstraction in the mind of a language user. When a 

person understands fully what is said to him, it is reasonable to say that he grasps the 

sense of the expression he hears.  

2. Every meaningful expression has sense, but not every meaningful expression has 

reference. 

e.g. The words “almost”, “if” and “probable” have sense, but they do not refer to a thing 

in the world.  

 

                                                                                                 LECTURE 3 

PARADIGMATIC VS. SYNTAGMATIC 

RELATIONS 

Paradigmatic relations are those into which a linguistic unit enters through being 

contrasted or substitutable, in a particular environment, with other similar units. (vertical 

relation) 
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Syntagmatic relations are those into which a linguistic unit enters by its co-occurrence 

with other units. (horizontal relation) 

e.g. 

“a red door” 

“a green door” 

In this example, “red” and “green” are in a paradigmatic relation to each other. 

“Red” and “green” are also in a syntagmatic relation with “door”. 

SEMANTIC FIELDS 

Words in a language can be grouped and classified into different semantic fields. 

A semantic field contains a group of words which are related in their meaning. 

For example, the words “Saturday”, “Sunday”, “Monday”.. etc. belong to one semantic 

field which we can  call “days of the week”. 

When we look at semantic fields we are concerned with paradigmatic relations between 

words. 

• A word can be part of more than one semantic field. For example, the word “whale” can 

be a member of the following semantic fields: “living creatures”, “animals” and “sea 

animals”. 

• Semantic fields can be useful to compare a single language at two different time periods, 

or to compare two languages to see the way in which they divide up a particular field. 

 

 

This is a comparison of a single dimension of the color system between English and 

literary Welsh. We notice that English has more color terms to divide up this particular 

semantic field.  

There are many other similar examples. For instance, if we look at the words for noise in 

a Mexican language, we find that there are six 'noise' words: referring to children yelling, 

people talking loudly, people arguing, people talking angrily, increasing noise and funeral 

noise.  
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Similarly, in Arabic we have a lot of words like “klas” and “shishi” that divide up the 

semantic field of “dates”. 

In all these examples we have a list of words referring to items of a particular class 

dividing up a semantic field.  

In almost all of these cases, moreover, the words are incompatible. We cannot say for 

example, “This is a red hat” and of the same object “This is a green hat.” Also, a creature 

cannot be described both as a “lion” and as an “elephant” at the same time. 

The incompatibility of terms within a semantic field is often clearly indicated in language.  

 e.g. It was on Saturday that she went there. 

This sentence implies that she did not go there on Monday or any other day of the week 

(but not that she did not go there in August). The words “Saturday” and “Monday” are 

incompatible because they divide up the semantic field of “days of the week” in English. 

We can, however, recognize terms that seem to be mixtures.  

For example, a hat can be orange-red. But by introducing such terms we merely increase 

the words within the field, and divide the field up more finely. So instead of just having 

color terms like “red”, “green”, “blue” and “orange”, the semantic field of the color 

system will include color terms like “ red-green”, “orange-red”.. etc. 

In some cases the distinction between the terms in a semantic field is clear, and reflected 

by clear distinctions in experience; this is the case, with few exceptions, with animal 

names. So, the distinction between “rabbit” and “tiger” is very clear. 

 In other cases, e.g. the Mexican 'noise' words we discussed earlier, the distinctions are 

far more blurred. 

Generally, too, the items in a semantic field are „unordered‟. In other words, there is no 

natural way, as far as their meaning is concerned, of arranging them in any kind of order. 

If we wanted to list them we should probably do so in alphabetical order. 

But there are some groups of words that seem to have some 'order'. For example, the days 

of the week and the months of the year form sets of ordered incompatible items. 

We cannot say for instance: 

“This month is November and it is also March.” 

This group of words, however, have sequential relations such that Sunday comes 

immediately before Monday, and Monday before Tuesday.. etc. 

Another example of semantic fields that have members that can have “natural order” is 

the case of measurement units such as inch, foot and yard which can be put in order, 

starting from the smallest one.  

The numerals one, two, three, etc., are another obvious example. 



Semantics and Pragmatics OmYazan 1920 

 
7 

 

                                                                                                 LECTURE 4 

COLLOCATION 

In our previous lecture, we mentioned that semantic field theory is essentially concerned 

with paradigmatic relations.  Another important type of relations we need to recognize is 

the syntagmatic relations between words like “bite” and “teeth”, “bark” and “dog”, 

“blond” and “hair”.. etc. 

We notice from these examples that certain words tend to appear together or “keep 

company”. This keeping company is what is called in semantics “collocation”.  

• Collocation can be seen as part of the meaning of a word. By looking at the linguistic 

context of words, we can often distinguish between different meanings. Notice the use of 

“chair” in these examples. 

1. sat in a chair  

2. the baby's high chair  

3. the chair of philosophy  

4. has accepted a University chair  

5. the chairman of the meeting  

6. will chair the meeting  

7. the electric chair  

8. condemned to the chair 

These examples are clearly in pairs, giving four different meanings of the word. The 

above examples help to illustrate Firth‟s (1951) argument: “You shall know a word by 

the company it keeps.” 

TYPES OF 

COLLOCATIONAL RESTRICTIONS 

Here we will discuss the three types of restriction that result in collocation of words in a 

language. 

• Types of Collocational Restrictions:  

A. Some collocational restrictions are based wholly on the meaning of the item. 
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For example, meaning explains the collocation of “bite” and “teeth”. Meaning also 

explains why it is unlikely to see the collocation “green cow”.  

Words may have more specific meanings in particular collocations. In particular 

collocations, a word may change. Thus, we can speak of “abnormal weather” or 

“exceptional weather” if we have a heat wave in winter, but “an exceptional child” is not 

“an abnormal child”. In the second example, “exceptional” is being used for greater than 

usual ability and “abnormal” to refer to some kind of defect. 

B. Some restrictions are based on range - a word may be used with a number of other 

words that have some semantic features in common. Also, we find that individual words 

or sequences of words will NOT collocate with certain groups of words.  

Looking at the range we know roughly the kind of nouns (in terms of their meaning) with 

which a verb or adjective may be used.  

For example, we may say “The rhododendron died,” but not “The rhododendron passed 

away.” This is in spite of the fact that “pass away” seems to mean “die”. We should not 

use “pass away” with the names of any shrubs. It is not very plausible to say that  “pass 

away” indicates a special kind of dying that is not characteristic of shrubs. It is rather that 

there is a restriction on its use with a group of words that are semantically related. 

Range accounts for the unlikeliness of collocations like “The rhododendron passed away.”  

In cases like this, we do not reject specific collocations simply because we have never 

heard them before - we rely on our knowledge of the range. 

C. Some restrictions are collocational in the strictest sense, involving neither meaning nor 

range. 

Although collocation is very largely determined by meaning, it sometimes cannot easily 

be predicted in terms of the meaning of the associated words. 

An example of this is the use of “blond” with “hair”. We do not normally say “a blond 

door” or “a blond dress” even if the color was exactly that of blond hair. 

Another example is words for animal sounds such as: “dog/bark”, “cat/mew”, 

“sheep/bleat”, “horse/neigh”, etc. 

This characteristic of language is also found in an extreme form in the collective words 

such as: “flock of sheep”, “herd of cows”, “school of whales” and “pride of lions”. 

However, there is no clear distinguishing line between those collocations that are 

predictable from the meanings of the words that co-occur, and those that are not 

predictable from the meaning. That is because it might be possible to provide a semantic 

explanation for even the more restricted collocations, by assigning very particular 

meanings to the individual words. For example, we can account for collocations like 

“dogs bark”, “cats mew” in terms of the kind of noise made. 
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This should not, however, lead us to conclude that all of these restricted collocations can 

be accounted for semantically. For instance, it is difficult to see any semantic explanation 

for the use of collective terms. The only difference between “herd” and “flock” is that 

one is used with cows and the other with sheep. 

 

                                                                                                 LECTURE 5 

SENSE RELATIONS 

PART 1 

In lecture 2, we talked about the notion of “sense”. We mentioned that the sense of an 

expression is the whole set of sense relations it has with other expressions in the language.  

In this lecture we will talk about two of these sense relations: synonymy and antonymy. 

SYNONYMY 

Synonymy is the relationship between two lexical units (words) that have the same sense. 

Words that have the same sense are called synonyms. 

The following pairs are examples of synonymy: 

buy/ purchase 

hide/ conceal 

wide/ broad 

deep/ profound 

There are, however, no real synonyms. No two words have exactly the same meaning. 

Perfect synonymy is hard to find because it is unlikely that two words with exactly the 

same meaning would both survive in a language. 

If we look at possible synonyms there are at least five ways in which they can be seen to 

differ. These ways are as follows: 

First, some sets of synonyms belong to different dialects of the language. For instance, 

the term “fall” is used in the United States and in some western counties of Britain where 

others would use “autumn”. 

Second, words that are used in different styles. For example words such as “gentleman”, 

“man” and “chap” have the same meaning but are used in different styles ranging from 

formal to colloquial.  
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Third, some words may be said to differ only in their emotive or evaluative meanings. 

The remainder of their meaning remains the same. Notice the emotive difference between 

“politician” and “statesman”, “hide” and “conceal”, “liberty” and “freedom”, each 

implying approval or disapproval. The function of such words in language is to influence 

attitudes. They are chosen simply for the effect they are likely to have. 

Fourth, some words are collocationally restricted. In other words, they occur only in 

conjunction with other words. Thus, “rancid” occurs with “bacon” or “butter” and 

“addled” with “eggs” or “brain”. It could, perhaps, be argued that these are true 

synonyms differing only in that they occur in different environments.   

Fifth, many words are close in meaning, or that their meanings overlap. There is a loose 

sense of synonymy between them. For the adjective “mature”, for example, possible 

synonyms are “adult”, “ripe” or “perfect”. For the verb “govern”, we may suggest 

“direct”, “control” or “determine”. This is the kind of synonymy that is used by the 

dictionary-maker.  

ANTONYMY 

Antonymy is the relationship between two lexical units (words) that have the opposite 

sense. Words that are opposite are called antonyms. 

There are three different types of antonymy: 

1. binary antonymy (complementarity) 

2. converses (relational opposites) 

3. gradable antonyms 

TYPES OF ANTONYMY 

1) Binary antonymy (complementarity):  

Binary antonyms are lexical units which come in pairs and between them exhaust all the 

relevant possibilities. If one of the antonyms is applicable, then the other cannot be 

applicable, and vice versa. 

E.g. dead/ alive 

married/ unmarried 

2) Converses (relational opposites): 

In the case of converses, a word describes a relationship between two things (or people). 

At the same time, another word describes the same relationship when the two things (or 

people) are mentioned in the opposite order. In this case, we say then the two lexical units 

are converses of each other.  
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E.g. “parent” and “child” are converses. If we say, “Ahmed is the parent of Ali” (one 

order); this describes the same relationship as “Ali is the child of Ahmed” (opposite 

order). 

The notion of converseness can be applied to examples in which three referents are 

mentioned as in the case of “buy” and “sell”. 

John bought a car from Fred. Fred sold a car to John. 

3) Gradable antonyms: 

Gradable antonyms are two words at opposite ends of a continuous scale of values. 

E.g. “Hot” and “cold” are gradable antonyms. Between “hot” and “cold” we have 

“warm”, “cool” or “tepid”. A good test for gradability is to see whether a word can 

combine with: very, very much, how or how much. 

For example, it is possible with the gradable antonyms “far” and “near” to say: “very near” 

or “How far is it?” 

On the other hand, in the case of other types of antonyms like “married/unmarried” we 

wouldn‟t normally say “very married” or “very unmarried”. And with the antonyms 

“dead/alive”, we normally wouldn‟t say: “How alive is he?” 

                                                                                                 LECTURE 6 

SENSE RELATIONS 

PART 2 

HYPONYMY 

Hyponymy is a sense relation between words in which the meaning of one word is 

included in the meaning of the other. Hyponymy involves the notion of inclusion in the 

sense that the meaning of “tulip” and “rose” is included in the meaning “flower”, and the 

meaning of “lion” and “cow” is included in “animal” or “mammal”. 

 
 

The upper term is called the superordinate and the “lower” term is called the hyponym.  

E.g. The meaning of “scarlet” is included in the meaning of “red”. “Red” in this example 

is the superordinate, and “scarlet” is a hyponym of “red”. 
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If a superordinate term has more than one hyponym, we call them co-hyponyms. 

E.g. The superordinate “emotion” has the hyponyms “fear”, “anger”, “happiness”, 

“sadness”.. etc. We say that “fear” is a co-hyponym of “anger” and “sadness” is a co-

hyponym of “fear”.. etc.  

A hyponym can itself be a superordinate of another term included in its meaning. For 

example, “tulip” is a hyponym of “flower” and “flower” is a hyponym of “plant”.  

In a case like this, we say that “flower” is an immediate hyponym of “plant” and “tulip” 

is an immediate hyponym of “flower”. “Tulip” is also a hyponym of “plant” but it is not 

an immediate hyponym. 

 

There is not always a superordinate term for hyponyms in a language. For instance, there 

is no superordinate term in English to cover a variety of professions and crafts like 

“carpenter”, “doctor”, “flute player”.. etc. The nearest possible term is “craftsman”, but 

that would not include “doctor” or “flute player”. However, hyponymy relations vary 

from language to language. Greek, for example, has a superordinate term to include a 

variety of occupations. 

Synonymy can be seen as a special case of hyponymy. For example, if we look at two 

synonyms, such as “mercury” and “quicksilver”, we notice that these also illustrate the 

hyponymy relationship because the meaning of one of them is included in the other and 

vice versa. We call this special case of hyponymy: “symmetrical hyponymy”. The rule 

here is that if X is a hyponym of Y and Y is a hyponym of X, then X and Y are 

synonymous.  

POLYSEMY AND HOMONYMY 

Polysemy is a sense relation in which the same word has several very closely related 

meanings (senses). 

E.g. “Earth/earth” (our planet vs. soil). The two senses are clearly related by the concepts 

of land (earth as land not sky or water). 

In the case of polysemy, a native speaker of the language has clear intuitions that the 

different senses are related to each other in some way. 
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Homonymy is a sense relation in which several words  have the same shape, but different 

meanings that are far apart from each other. 

E.g. “Bank” (financial institution vs. the side of a river) is a case of homonymy in 

English. 

In the case of homonymy, the senses of the word are not obviously related to each other 

in any way that is clear from a native speaker‟s intuition. 

Dictionary-makers have to decide whether a particular item is to be handled in terms of 

polysemy or homonymy, because a polysemic item will be treated as a single entry in the 

dictionary, while a homonymous one will have a separate entry for each of the 

homonyms. 

It is important to note that there are cases where homonyms differ in either writing or 

speech. 

E.g. “Lead” (metal) and “lead” (dog's lead) have the same spelling, but pronounced 

differently. On the other hand, “site” and “sight”, “rite” and “right” are spelled differently 

but pronounced in the same way. For the former, the term homography (words spelled the 

same) may be used, and for the latter we use homophony (words pronounced the same).  

                                                                                                 LECTURE 7 

COMPONENTIAL ANALYSIS 

In componential analysis, the total meaning of a word is being analyzed into a number of 

distinct components of meaning (semantic features).  

This kind of analysis can offer a theoretical framework for handling all the sense relations 

we have been discussed in our previous lectures.  

As an example of componential analysis, we notice that in English (and also many other 

languages) there is a three-fold division with many words that refer to living creatures as 

in the following: 

man  woman  child  

bull   cow  calf  

ram  ewe   lamb 

In the light of relationships such as these we can abstract the components (male) and 

(female), (adult) and (non-adult), plus (human), (bovine) and (ovine). Thus, “ewe” is 

(ovine), (female), (adult), “child” is (human), (non-adult) and so on.  

Analysis of this kind is called componential analysis. It allows us to provide definitions 

for all these words in terms of a few components. 
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In many cases there is an appropriate word in the language to label the component. The 

components (male) and (female) are obvious examples. Such labels for components are 

not, however, always readily available. For instance, notice the relationship between the 

words in the following two sets: 

  come  go  

  bring  take  

From these two sets, we notice that there is a relationship between the words “come” and 

“go” which is similar to “bring” and “take”. We could therefore distinguish components 

X and Y and A and B such that “come” is XA and “go” XB, “bring” YA and “take” YB. 

But what could be the names of these components (X, Y, A, B)? It is difficult to provide 

an answer, for they cannot be identified with features that have any simple kind of 

physical reality. 

We may, perhaps, assume that all societies distinguish between (male) and (female) and 

that thus the components (male) and (female) are universal components of language. But 

the “come/go” and “bring/take” examples show that not all components are related to 

simple physical features, and it becomes less plausible to assume that they are universal 

components found in all languages. 

A particular characteristic of componential analysis is that it attempts as far as possible to 

treat components in terms of “binary” opposites, e.g. between (male) and (female), 

(animate) and (inanimate), (adult) and (non-adult). It clearly gives emphasis to the 

relation of complementarity. 

Notationally, there is an advantage in such binary terms in that we can choose one only as 

the label and distinguish this in terms of plusses and minuses.  

Thus, (male) and (female) are written as (+male) and (-male) and so on. We can, 

moreover, refer to the lack of a sex distinction as in the case of inanimate objects using 

the notation 'plus or minus' with the symbol (± male). This works well only where there is 

a clear distinction. Often, however, there is indeterminacy, as with the words “tar” and 

“porridge” in relation to the components (solid) or (liquid). 

Componential analysis has been used to bring out the logical relations that are associated 

with sense relations. Thus by marking man as (+male) and pregnant as (-male), we can 

rule out *pregnant man. Yet, componential analysis does not handle all sense relations 

well; in particularly, the following two sense relations: 

1. converses (relational opposites) in antonymy  

2. hyponymy 

1. Converses (relational opposites) in antonymy  

It is difficult to reduce the relational opposites to components. For the relation of 

“parent/child” cannot simply be handled by assigning components to each, unless those 
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components are in some sense directional. In componential analysis, cases like these are 

analyzed as having the same components but in a different direction. 

2. Hyponyms 

 Componential analysis cannot remove the hierarchical characteristic of hyponymy. For 

the distinction (+male)/(-male) applies only to living (animate) things. Componential 

analysis, therefore, has to state that: only if something is animate, may it be male or 

female with a formula such as (+animate, +male/-male).  

Componential analysis can handle all the sense relations we have discussed, but it 

handles some sense relations better than others like hyponyms and converses. It can be 

made to handle these relations with some necessary modifications like adding direction to 

the analysis in the case of converses, but it is doubtful if componential analysis makes 

these relations clearer; it seems rather to obscure their differences. 

                                                                                                 LECTURE 8 

THE PROBLEM OF 

 UNIVERSALS 

There is a question about the universality of semantic features - whether all, or some of 

them at least, occur in all languages. Views differ on the issue of universal semantic 

features between the following two extremes: 

 A) At one extreme, there is the Sapir-Whorf hypothesis, which suggests that each 

language may “create” its own world and so its own semantics.  

B) At the other extreme, it could be argued that components such as (male) and (female) 

are found in all languages and that there are many others too, e.g. the basic colors. 

We will examine three different claims about the universality of semantic features that 

range between these two extremes in the next section. 

UNIVERSALIST VIEW  

CLAIMS 

The simplest form of the universalist view is that there is a universal inventory of 

semantic features (components).  There are three claims that  try to explain the relation 

between this inventory and the actual features found in individual languages. 

A) The strongest claim says that all languages make use of the whole inventory and so 

have the same features.  

This claim seems highly implausible in view of what seem to be very obvious differences 

in languages; it can only be made to work by arguing that all the semantic features can be 

exhibited somehow in each language. 
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B) A weaker claim is that each language uses only some of the features in the total 

inventory. This might seem more plausible - all languages have “male”, “female”, 

“black”, “white”, etc.  

However, many other features are found only in some languages, and this claim does not 

account for these features. 

C) A still weaker claim is that only some features are universal, while the rest are 

characteristic of individual languages. Though it may not even be that the universal 

features are exactly the same in each language. This seems to be the case with the color 

terms and categories. 

If we accept the weakest universalist claim that languages share some semantic features, 

then we are faced with a question. What kind of explanation can we give for this 

phenomenon?  

There are at least five answers which we will discuss in the following section. 

EXPLAINING  

LANGUAGE UNIVERSALS 

(1) “The world is like that.” (physical reality) 

(2) The structure of the minds of all people is basically the same. (psychological reality) 

(3) The cultural needs of different societies are similar. (cultural reality) 

(4) There is or has been contact between different societies with different languages. 

(5) The languages of the world all have a common origin. 

There may be some truth in all of these answers, and it is not at all easy to separate them. 

Let us examine these answers in more detail. 

Regarding the first two answers, we can sometimes distinguish between what would 

seem to be physical reality and psychological reality.  The differences indicated by “cow”, 

“horse”, “elephant”.. etc. for example can be described on a physical basis. 

On the other hand, even though it is true that different people make (roughly) the same 

color distinctions, these distinctions do not really “exist” in physical terms but are part of 

the psychology of perception. 

We must not, of course, ignore the influence of cultures upon the linguistic systems . 

Kinship terminology, for example, will be much more a reflection of cultural influences 

than of the actual physical relationships. 

For example, in Pawnee the term that we might translate as “father” is used of all the 

males from the father‟s side, while “uncle” is used of all the males from the mother‟s side. 
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Conversely, all the females from the mother‟s side are called “mother” and all the 

females from the father‟s side are called “aunt”. 

However, it will not always be easy, or even possible, to distinguish between cultural 

reality and physical or psychological reality. 

In the case of color terminology, too, there may be three factors at work.  

First, there are some objective (physical) features - the green of living plants, the red of 

blood, the blue of the sky. Here we are describing colors by associating them with our 

physical reality. 

Secondly, it may be that there is some psychological reality that distinguishes colors 

when they are perceived by the brain. 

Thirdly, cultural considerations may make certain color distinctions important. For 

instance, in the language of the Navaho tribe, the basic colors “white”, “black”, “red”, 

“blue-green” and “yellow” are related to the use of objects and colors used in ceremonials. 

Some apparent universals may be no more than an accident of the history of languages in 

either of the two ways indicated by our last two answers (contact between societies and 

common language origin). 

For example, the modern Welsh system of color is now much more like that of English, 

as a result of increasing bilingualism. 

Also, in most semantic areas (including color systems) the languages of Europe have 

much in common because of the close contact between European societies. 

However, regarding the last answer of common language origin of languages, we often 

cannot be absolutely sure about the historical relationship of the languages we are 

examining. 

For the language families for which we have evidence, we can go back only a few 

thousand years. It is possible that all the existing languages of the world have a common 

origin. If so, at least some of the universal semantic features of language may simply be 

accidental. 

Our languages could also have developed in quite different ways and from quite different 

origins. 

                                                                                                 LECTURE 9 

SEMANTICS: 

PRACTICAL APPLICATIONS 

In our previous lectures, we discussed a number of topics related to semantics. We will 

cover topics related to pragmatics in the coming lectures. 
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Before we move to pragmatics, however, we will look at a number of practical exercises 

that will help us apply our knowledge of the theoretical aspects we have been discussing 

so far in this course. 

• If you need more practice, you can find more of these exercises in your reference book 

Semantics: A Course Book. 

SENSE RELATIONS 

BINARY ANTONYMY 

To identify binary antonyms, we can test antonymous pairs by seeing if the negative of 

one term is the equivalent to (or entails) the other. Thus, “dead” and “alive” are binary 

antonyms because if something is not dead then it must be alive. Use this test to 

determine which of the following pairs in the exercise are binary antonyms. 

Exercise 1: Binary Antonymy 

Are the following pairs binary antonyms? 

(1) chalk – cheese    Yes / No 

(2) same – different    Yes / No 

(3) copper – tin     Yes / No 

(4) dead – alive     Yes / No 

(5) married – unmarried                 Yes / No 

(6) love – hate     Yes / No 

Exercise 1: Answers 

(1) No, if something is not chalk, it is not necessarily cheese.  

(2) Yes, if two things are the same, they are not different; and if they are not the same, 

they are different.  

(3) No (4) Yes (5) Yes  

(6) No, if you don‟t love someone, you don‟t necessarily hate him. 

CONVERSES 

We mentioned that if a word describes a relationship between two things (or people) and 

another word describes the same relationship when the two things (or people) are 

mentioned in the opposite order, then the two words are converses of each other. For 

example, “parent” and “child” are converses, because X is the parent of Y (one order) 

describes the same relationship as Y is the child of X (opposite order). 
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Exercise 2 (A): Converses 

Are the following pairs of expressions converses? 

(1) below – above    Yes / No 

(2) grandparent – grandchild                Yes / No 

(3) love – hate     Yes / No 

(4) conceal – reveal    Yes / No 

(5) greater than – less than   Yes / No 

(6) own – belong to    Yes / No 

Exercise 2 (A): Answers 

(1) Yes, if X is below Y then Y is above X.  

(2) Yes  

(3) No  

(4) No  

(5) Yes  

(6) Yes 

Exercise 2 (B): Converses 

Are the following pairs of expressions converses? 

(1) If John bought a car from Fred, is it the case that Fred sold a car to John?   

                                                            Yes / No 

(2) Are buy and sell converses?    Yes / No 

(3) Are borrow and lend converses?   Yes / No 

(4) Are give and take converses? (Careful!)    Yes / No 

(5) Are come and go converses?    Yes / No  

Exercise 2 (B): Answers 

(1) Yes (2) Yes  

(3) Yes, if X borrows something from Y, Y lends that thing to X.  
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(4) No, if X takes something from Y, Y does not necessarily give that thing to X (for 

example, X might take it without Y‟s permission), so give and take are not exact 

converses, although they almost meet the definition. 

(5) No, if someone goes to the mountain, the mountain does not come to him.  

GRADABLE ANTONYMS 

We mentioned that a good test for gradability, i.e. having a value on some continuous 

scale, is to see whether a word can combine with “very”, or “very much”, or “how?”or 

“how much?” For example, “How tall is he?” is acceptable, but “How top is that shelf?” 

is not generally acceptable. Thus, “tall” is gradable, but “top” is not gradable.  

Try to apply this test to the following exercises. 

Exercise 3: Gradable Antonyms 

Are the following pairs gradable antonyms? 

(1) tall – short     Yes / No 

(2) long – short     Yes / No 

(3) clever – stupid    Yes / No 

(4) top – bottom                  Yes / No 

(5) love – hate  (Careful!)                Yes / No 

Exercise 3: Answers 

(1) Yes 

(2) Yes  

(3) Yes  

(4) No  

(5) Yes, we can say “How much do you love/hate something?” 

Exercise 4: Antonymy 

Classify the following pairs as binary antonyms (B), converses (C), or gradable antonyms 

(G). 

(1) easy – difficult    B  / C / G 

(2) good – bad     B  / C / G 

(3) pass – fail     B / C / G 



Semantics and Pragmatics OmYazan 1920 

 
21 

(4) husband – wife   B  / C / G 

(5) parent – offspring   B  / C / G 

(6) legal – illegal    B  / C / G 

Exercise 4: Answers 

1. G 

2. G 

3. B 

4. C 

5. C 

6. B 

HOMONYMY AND POLYSEMY 

In the case of homonymy, we have two words whose senses are far apart from each other 

and not obviously related to each other in any way. While in the case of polysemy, we 

have one word which has several very closely related senses (the different senses are 

related to each other in some way). 

Let us apply this to the following exercise. 

Exercise 5: Homonymy and Polysemy 

Decide whether the following words are examples of homonymy (H) or polysemy (P). 

(1) bark (of a dog vs. of a tree)    H / P 

(2) fork (in a road vs. instrument for eating)   H / P 

(3) tail (of a coat vs. of an animal)                  H / P 

(4) steer (to guide vs. young bull)                               H / P 

(5) lip (of a jug vs. of a person)    H / P 

Exercise 5: Answers 

(1)H, not obviously related to each other in any way  

(2) P, the two senses are related by the concept of branching out into different parts or 

pahs.   

(3) P, the two senses have the concept of being located at the end of something. 
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(4) H, not obviously related to each other in any way  

(5) P, the two senses have the concept of being at the edge of an hollow opening. 

SEMANTIC FIELDS  

AND COLLOCATION 

A semantic field contains a group of words which are related in their meaning. 

Collocation is a relationship between words that specifically or habitually go together. 

Exercise 1: Semantic Fields 

Identify the word that does not belong to the group and suggest a suitable semantic field 

for the group. 

1. banana, apple, orange, apricot, flower 

2. uncle, aunt, friend, grandmother, cousin 

3. car, ship, plane, lake, boat 

4. honesty, reliability, generosity, truthfulness 

5. running, swimming, thinking, skating  

Exercise 1: Answers 

1. Semantic Field: “fruit”, the word “flower” is not part of this semantic field. 

2. Semantic Field: “relatives”, the word “friend” is not part of this semantic field.  

3. Semantic Field: “means of transportation”, the word “lake” is not part of this semantic 

field.  

4. Semantic Field: virtues, all words belong to the field. 

5. Semantic Field: “sports”, the word “thinking” is not part of this semantic field. 

Exercise 2: Collocation 

Decide whether the following pairs of words make a collocation. 

1. have fun   Yes / No 

2. get place    Yes / No  

3. take place    Yes / No  

4. problem solving   Yes / No  

5. problem care    Yes / No  
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6. health care    Yes / No  

Exercise 2: Answers 

1. Yes 

2. No 

3. Yes 

4. Yes 

5. No 

6. Yes 

                                                                                               LECTURE 10 

SENTENCES & UTTERANCES 

• An utterance is any stretch of talk, by one person, before and after which there is silence 

on the part of that person. 

• An utterance is the use of a piece of language (one or more word/phrase/sentence) by a 

particular speaker on a particular occasion. 

To make the notion of utterance clearer to you, read this sentence once out loud: 

e.g. “There is a car coming.” 

- Now read it out loud a second time. 

The same sentence in this example was involved in the two readings. So, we have one 

sentence, but you made two different utterances of this one sentence, i.e. two unique 

physical events took place. 

A sentence is neither a physical event nor a physical object. It is an abstract string of 

words put together by the grammatical rules of a language. 

• A sentence, then, exists abstractly in the mind of language speakers before they say it or 

write it.  

• A sentence can be thought of as the ideal string of words behind various realizations in 

utterances and inscriptions. 

To make the difference between sentences and utterances clearer consider the following 

situation. Ahmed and Ali both greet each other one morning with: „How are you today?‟ 

In this example, Ahmed made one utterance, and Ali made another utterance. As a result, 

we have two utterances. 
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On the other hand, there is only one sentence involved in the situation above. 

CONSTATIVES & PERFORMATIVES 

A constative utterance is an utterance with which the speaker describes something which 

may be true or false. 

E.g. “I‟m trying to get this box open with a screwdriver.” 

This utterance expresses and describes something which we may judge as being true or 

false. 

However, utterances can do more than simply describe something. 

A performative utterance is an utterance that does not report or “constate” anything and is 

not “true or false”. In this type of utterances, the uttering of the sentence is part of an 

action. 

E.g. I name this ship Discovery. 

By uttering this sentences, the speaker actually names the ship. He is not making any 

kind of statement that can be regarded as true or false. 

A performative verb is one which, when used in a positive simple present tense sentence 

with a 1st person singular subject, can make the utterance of that sentence performative. 

There are a number of performative verbs including: promise, apologize, thank, approve, 

request, warn, congratulate.. etc.  

E.g.  I thank you all for attending. 

 I approve this message. 

Although most performative utterances have 1st person singular subjects, there are 

exceptions. The following are some examples of these exceptions. 

E.g. 1. “You are forbidden to leave this room.” 

E.g. 2. “All passengers on flight number forty-seven are requested to proceed to gate ten.” 

E.g. 3. “We thank you for the compliment you have paid us.” 

Performatives can be either explicit or implicit. 

An explicit performative contains a performative verb naming the act. E.g. I order you to 

go. 

An implicit performative does not contain a performative verb naming the act.  E.g. Go. 

In the two examples above, we can achieve the same purpose (giving an order) with “Go” 

as we did with “I order you to go.”  
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Consider the following two examples: 

1. “There is a car coming.” 

2. “I shall be there.” 

These examples can either be constative utterances, or implicit performatives. 

Example 1 is an implicit performative if it is used as a warning, and so is example 2 if it 

is used as a promise. Both examples can also constatives if they are simply used to 

describe something. 

CONSTATIVES VS. PERFORMATIVES 

The difference between performatives and constatives is that a performative utterance 

performs some act and simultaneously describes that act.  On the other hand, a constative 

utterance does NOT perform the act. 

Compare the following two examples: 

“I promise to repay you tomorrow.” 

“John promised to repay me tomorrow.” 

„I promise to repay you tomorrow‟ is a performative because in saying it, the speaker 

actually does what the utterance describes, i.e. he promises to repay the hearer the next 

day. That is, the utterance both describes and is a promise.  

By contrast, the utterance „John promised to repay me tomorrow‟, although it describes a 

promise, is not itself a promise. So this utterance does not simultaneously do what it 

describes, and is therefore a constative, not a performative. 

SPEECH ACTS 

Words and sentences when uttered are used to do things, to carry out socially significant 

acts, in addition to merely describing aspects of the world. The notion of a performative 

clearly illustrates this point. 

Thus, we can argue that part of the meaning of an utterance is what that utterance does. In 

our next lecture, we will talk in more details about the different characteristics of speech 

acts. 

                                                                                               LECTURE 11 

SPEECH ACT THEORY 

Speech act theory is a theory of language based on a book called “How to Do Things 

with Words” by the Oxford philosopher John L. Austin. The theory states that language is 
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as much a mode of action as it is a way of conveying information. Speech acts include: 

locutionary, illocutionary and perlocutionary acts. 

In the locutionary act we are simply „saying something‟ that has meaning. In other words, 

a locutionary act produces an understandable utterance. 

• Locutionary meaning includes sense and reference. 

• There is a concentration on the locutionary aspect of the speech act in constative 

utterances. 

In addition to simply saying something meaningful, we may also use utterances for 

particular purposes, e.g. to answer a question, to announce a verdict, to give a warning.. 

etc. as we do when making performative utterances. In this sense, we are performing an 

illocutionary act. 

Thus, the illocutionary act is the performance of an act in saying something. 

Through the illocutionary act (or simply the illocution), an utterance made by a speaker 

has significance within the conventional system of social interaction (this system includes 

conventions of thanking, promising.. etc).  

One way to think about the illocutionary act is that it reflects the intention of the speaker 

in making the utterance in the first place.  

Other examples of illocutions defined by social convention (in addition to promising and 

thanking) include acts such as: accusing, greeting, admitting, apologizing, challenging, 

complaining, offering, congratulating, praising, giving permission, proposing marriage, 

and others. 

E.g. Saying: “I‟m very grateful to you for all you have done” performs the illocutionary 

act of thanking, which is the speaker‟s intention in making this utterance. 

 

The perlocutionary act (or just simply the perlocution) carried out by a speaker making an 

utterance is the act of causing a certain effect on the hearer and others through that 

utterance (in Latin “per” means: “through”).  

For example, if someone tells you “There‟s a bee in your left ear”, it may cause you to 

panic, scream and scratch your ear.  

Causing these emotions and actions is the perlocution of this utterance, or the 

perlocutionary act someone performs by making that utterance. 

The perlocution of an utterance is the causing of an effect to happen, perhaps even 

without the intention of the speaker, through the utterance.  

Thus, the point of carefully distinguishing the perlocutionary aspect of the speech act 

from others is that perlocutions can often be unintentional. 
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• Illocutionary act vs. perlocutionary act: 

The illocutionary act of an utterance is: 

1. intended by the speaker, 

2. under his full control,  

3. and if the illocutionary act is evident, it is evident when the utterance is made. 

On the other hand, the perlocutionary act performed through an utterance is:  

1. not always intended by the speaker, 

2. not under his full control,  

3. and is usually not evident until after the utterance is made.  

For example, the act of thanking someone is illocutionary because it is something 

that a speaker can decide for himself to do, and be sure of doing it when he decides 

to do it. The hearer in a speech situation cannot decide whether to be thanked or not. 

On the other hand, the act of persuading someone, is perlocutionary, because the 

speaker cannot be sure of persuading the hearer, no matter how hard he tries. The 

hearer can decide whether to be persuaded or not. 

• A locutionary act has meaning; it produces an understandable utterance. An 

illocutionary act has force; it is performed with a certain tone, attitude, feeling, motive, or 

intention. A perlocutionary act has consequence; it has an effect upon the hearer.  

• These three components are not always separable. An utterance can have all these 

components at the same time as in the following example. 

E.g. “There is a car coming.” 

  

By describing an imminently dangerous situation (locutionary component) in a tone that 

is meant to have the force of a warning (illocutionary component), the speaker may 

actually frighten the hearer into moving out of the way (perlocutionary component). 

                                                                                               LECTURE 12 

DIRECT AND INDIRECT  ILLOCUTIONS 

An utterance may have one illocution or more than one illocution at the same time. 

E.g. 1. “Pass the salt.”  

We have one illocutionary act in this utterance: requesting. 
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E.g. 2. „Can you pass the salt?‟ 

This examples carries out two illocutionary acts simultaneously: asking and requesting. 

E.g. 3. „That will be 10 Riyals, please.‟ 

This examples carries out two illocutionary acts simultaneously: informing and 

requesting. 

As we have seen from these examples, an utterance can have more than one illocution. In 

examples with two illocutions, one of the illocutions is called direct and the other is 

indirect. This leads us to introduce the distinction between direct and indirect illocutions 

in the next section. 

The direct illocutionary act (direct illocution) of an utterance is the illocution most 

directly indicated by a literal reading of the grammatical form and vocabulary of the 

sentence uttered. 

The indirect illocutionary act (indirect illocution) of an utterance is any further illocution 

the utterance may have other than what it expresses literally. 

In example 2, the direct illocution of „Can you pass the salt?‟ is an enquiry about the 

hearer‟s ability to pass the salt. The indirect illocution is a request that the hearer pass the 

salt. 

Similarly, in example 3, the direct illocution of „That will be 10 Riyals, please.‟ is 

informing the hearer of the price he needs to pay. The indirect illocution is a request that 

he pays that price. 

The difference between utterances with one direct illocution and utterances with two 

direct and indirect illocutions is seen through the fact that a deliberately unhelpful reply 

can be given to an utterance which has direct and indirect illocutions.  

For example, in reply to a speaker‟s utterance „I must ask you to leave‟ the hearer might 

say, thwarting the intentions of the speaker: „Must you?‟ 

The previous example carried out two illocutionary acts: direct (asking) and indirect 

(ordering). The hearer chose to ignore the speaker‟s intention (indirect illocution : 

ordering the hearer to leave), and gave a deliberately unhelpful reply to the direct 

illocution (asking) made by the speaker: “Must you?”. On the other hand, a helpful reply 

would have been: “OK, I will leave straight away.” or “No, I will not leave.” 

Note: We will talk more about this point (speakers being helpful) in our discussion of the 

cooperative principle in the next lecture. 

• Classes of illocutionary acts: 

Illocutionary acts can be classified into different categories, depending on the type of 

interaction between the speaker and the hearer that they perform.  
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We will focus on the following two classes of illocutionary acts: directives and 

commissives. 

A) DIRECTIVE ACTS 

A directive act is any illocutionary act which essentially involves the speaker trying to get 

the hearer to behave in some required way.  For example, ordering and suggesting are 

directive acts. On the other hand apologizing and promising are not directive acts because 

they do not try to direct the hearer to behave in a certain way. 

Directives also include: requesting, demanding, insisting, instructing, inviting, etc. 

B) COMMISSIVE ACTS 

A commissive act is any illocutionary act which essentially involves the speaker 

committing himself to behave in some required way. For example, promising and 

swearing to do something are commissive acts. On the other hand, ordering and thanking 

are not commissive acts. 

Commissives also include: giving one‟s word, guaranteeing, offering, vowing, etc. 

There are other classes of illocution (e.g. expressives, representatives.. etc.) which we 

will not talk about in detail in this course.  

If we look at illocutions like thanking and apologizing, for example, we see that they do 

not belong to either of the directive or commissive acts that we have mentioned. You can 

refer to your reference books if you are interested to see how we classify these locutions. 

Be careful not to confuse the terms „direct‟ and „directive‟. We use the term „direct‟ to 

talk about how an illocution is carried out, i.e. whether directly or indirectly. The term 

„directive‟ is used for the kind of act carried out, i.e. directing someone to do something. 

Thus, there can be direct directives (e.g. „Pass the salt.‟) and indirect directives (e.g. „Can 

you pass the salt?‟). There can also be both direct and indirect commissives. 

Let us look at some examples of direct and indirect directives/direct and indirect 

commissives to make the difference between them clearer to you. 

• Direct directive illocutions: 

E.g. 1. „Stop.‟ (ordering) 

E.g. 2. „Go away.‟ (ordering) 

• Indirect directive illocution: 

E.g. 1. „I would like some water.‟ (requesting) 

E.g. 2. „I would appreciate it if you talked quietly.‟  
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• Direct commissive illocution: 

E.g. 1. „I promise to be there promptly.‟ (promising) 

E.g. 2. „I swear I‟ll be there tomorrow.‟ (swearing) 

• Indirect commissive illocution: 

E.g. 1. „Can I help you?‟ (offering) 

E.g. 2. „If you need me at any time, just call.‟ (offering) 

                                                                                               LECTURE 13 

CO-OPERATIVE PRINCIPLE 

In a normal conversation, a speaker tries to:  

(1) Give relatively specific answers to questions. 

(2) Give new information that the hearer doesn‟t already know. 

(3) Give information that is relevant to the topic of conversation.  

(4) Give information in a way that is easy to understand. 

(5) Avoid ambiguity, or potentially misleading statements. 

The previous points reflect what we call in pragmatics the Co-operative Principle, the 

social rule which speakers try to follow in conversation.  

The Co-operative Principle can be stated simply as „be as helpful to your hearer as you 

can‟.  

The fact that speakers normally try to follow this principle is used by hearers in making 

inferences from the utterances they hear. 

Being co-operative in conversation obviously involves more than simply telling the truth, 

although truthfulness is part of co-operativeness. 

E.g. The second speaker in the following conversation is telling the truth, but is not being 

co-operative: 

Mother: „Who put the cat in the bathtub?‟ 

Son (who knows who did it): „Someone put it there.‟ 
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MAXIMS OF GRICE 

The philosopher Paul Grice developed four components (called maxims) of 

conversational cooperativeness. These Maxims of Grice are: quantity, quality, relation 

and manner. We will discuss them briefly here: 

(1 Maxim of Quality: Truthfulness – do not say what you believe to be false. 

2) Maxim of Relation: Relevance – keep to the topic of the conversation. 

3) Maxim of Quantity: Informativeness – tell the hearer just what he needs to know, no 

more and no less. 

4) Maxim of Manner: Clarity – speak in a way that the hearer will understand. 

IMPLICATURE 

There might be situations in which one or more of the maxims might seem to be violated, 

but in fact the hearer‟s assumption that this is not the case leads him to a particular 

inference from the speaker‟s utterance.  

We will look at an example of a situation like this to make this idea clearer.  

If a speaker says “Mary speaks French” this would not normally lead the hearer to think 

that “Mary is John‟s daughter.”  

However, if you ask me for example “Do any of John‟s daughters speak a foreign 

language?”, and I reply “Mary speaks French”, now it would be reasonable for you to 

conclude that Mary is John‟s daughter. 

You reached this conclusion in the previous example  because you assume that I would 

make a relevant reply to your question. In the above situation, if Mary were not in fact 

John‟s daughter, then my reply would not be relevant.  

Thus, it is sensible for you to reason as follows:  

If Mary were not John‟s daughter, his reply would not be relevant: I assume that his reply 

IS relevant and therefore Mary IS John‟s daughter. 

The example we have just discussed is a case of implicature.  

The hearer reaches the conclusion that Mary is John‟s daughter only if it can be assumed 

that the speaker is being helpful. 

Thus, the inference that Mary is John‟s daughter is an implicature of the utterance „Mary 

speaks French‟ in our example. 

• Implicature is a concept of utterance meaning (as opposed to sentence meaning).  
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• Implicature is related to the method through which speakers understand the indirect 

illocutions of utterances. 

• In a case of implicature the hearer assumes that the speaker is not violating one of the 

conversational maxims we mentioned (relevance, informativeness, clarity.. etc.) 

                                                                                               LECTURE 14 

PRAGMATICS: 

PRACTICAL APPLICATIONS 

Exercise 1 

Below are some conversations between two people, A and B. After each conversation, an 

implicature from B‟s utterance is given. In each conversation, say whether the 

assumption that lead the hearer to this implicature is a result of relevance, 

informativeness, or clarity. 

1. A: (standing by an obviously immobilized car) „My car has broken down‟ 

B: „There is a garage round the corner‟ 

Implicature: The garage is open and has a mechanic who might repair the car.   

 R / I / C 

2. A: „What subjects is Jack taking?‟ 

B: „He‟s not taking Linguistics‟ 

Implicature: B does not know exactly which subjects 

Jack is taking.       

R / I / C  

3. A: „Who was that man you were talking to?‟ 

B: „That was my mother‟s husband‟ 

Implicature: Speaker B’s mother’s husband is not B’s father.     

  R / I / C 

4. A: „Is Betsy in?‟ 

B: „Her light is on‟ 

Implicature: Betsy’s light being on is usually a sign of 

whether she is in or not. R / I / C  
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Exercise 1: Answers 

1. relevance  

2. informativeness  

4. clarity  

5. relevance  

Exercise 2 

Say whether the utterance of the second speaker in each of the following situations is 

violating the maxim of  relation (irrelevant), violating the maxim of quantity 

(uninformative), violating the maxim of manner (unclear), or violating the maxim of 

quality (untruthful ). 

(1) Policeman at the front door: „Is your father at home?‟ 

Small boy (who knows that his father is at home): 

„Either my mother‟s gone out shopping or she hasn‟t.‟    

  (I, UT, UC, UI)  

(2) Traffic policeman talking to a man parked in a no-parking zone: „Is this your car, sir?‟ 

Man (who owns the car): „No, this car is not mine.‟  

(3) Customer in a stationery shop: „Are pens in the first floor or the second floor of the 

store?‟ 

Shop girl (who knows  pens are on the first floor): 

„You can find them on the floor that has notebooks.‟  

   (I, UT, UC, UI) 

(4) Mother: „Now tell me the truth. Who put the cat in the bathtub?‟    

Son (who knows who did it): „Someone put it there.‟ 

Exercise 2: Answers 

1. irrelevant 

2. untruthful  

3. unclear 

4. uninformative 



Semantics and Pragmatics OmYazan 1920 

 
34 

SAMPLE QUESTIONS 

QUESTIONS ON DEFINITIONS 

1. “A sense relation where the meaning of a word is the opposite of another word.” 

a. synonymy  c. antonymy  

b. polysemy   d. hyponymy 

2. “Hyponymy” is a sense relation where: 

a. the meaning of a word is the opposite of another word. 

b. the meaning of a word is the same as another word 

c. the meaning of a word is included in another word 

d. the meaning of a word is not related to another word 

QUESTIONS ON EXAMPLES 

1. Which of the following pairs are binary antonyms? 

a. meat – cheese  c. married – unmarried 

b. silver – gold  d. love – hate 

2. Classify the utterance: „I order you to go.‟ 

a. constative  

b. explicit performative   

c. implicit performative   

d. neither constative nor performative  

QUESTIONS ON DISCUSSION 

Which of the following is true about hyponymy?  

a. The upper term is called the hyponym. 

b. The lower term is called the superordinate.   

c. A hyponym can never be a superordinate of another term. 

d. There is not always a superordinate term for hyponyms in a language 

The End.. best wishes,, Om Yazan 1920 


