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B Language Is Species Specific
e If we define communication loosely as a way to convey messages between
individuals, we can generalize that every species has a communication
system of some sort.
IS o)) e ol LSy ¢l @Y1 il 1) Jad Al 5 Lol ale (S Jaal sl Cay yoiy il 13) @
Lo g 55 e ¥l sl Lgal &1 Y
o If the system is species specific — that is, if it is unique to that species — the
system is likely to be part of the genetic makeup of members of the species.
0585 O zeayall (e - o)) el ) Lee g 3 5 Ll 1) ¢ 5 138 5 - Baase ) il aUaill IS 1) o
e st eliac ¥l (e indl oS 5l (el e
e Some communication behaviors arise in certain species even if the
individual has never heard or seen adults perform the behaviors.
ooy cpadlll Sl of dad e al 2 jall IS 1) s Aiea ) 63 Jacal sl LS sl any Liss o
Al Ll

e Some kinds of crickets and other insects have such a system.
Alail) 13 Jia Ll 5 a1 &l yiiall g jual pall g1l pazy @

Other communication systems, like language for humans and bird song for some species of birds, can be acquired only if the
young animal has the opportunity to experience the system in use
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e they result from the way the human brain organizes and processes
linguistic information: language universals are a product of human
neurology.

A Aalll Cilia gas 14 lll e slaall llaall 5 adaiall (5 il ¢ laall Jae 48 5k (o aniiledl o
Oady) Glias| alal gl

e Thus, a person’s ability to acquire and use language is as natural as a
person’s ability to walk or a bird’s ability to fly.

S il e (adil) 5 )08 Jie ddall A2l alasio) g OluiS) e (adill 308 (UL e
Okl e ) plall 3,38

Thinking of language in this way is similar to the way we think about having hair or walking bipedally, two aspects of being
human that are rooted in our biology.

e A fundamental goal of linguistics is to describe Universal Grammar, which
consists of all the absolute universals of human languages plus a
description of their parameters of variation.

e gandl e e (5Sh A) alle (5 st Caia gl A2l alad pul) Calaa¥) sl Jiay @
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e Universal Grammar represents the “blueprint” or “recipe” for human
language that every person is born with.
Lo s padd JSI Glasy) dall MHaa " o "hakhaa" Jia allal) saill e
e All languages have phonology, morphology, syntax, and a lexicon.
ezl 5 dleall el a6 ) ga el al) ale Ll Clalll ias o
e All languages possess rules and principles that allow their speakers to
combine meaningless phonetic or gestural segments to create meaningful

words and sentences.
AV ol 4 pall cleladll G paadl o Lo (pllll e (ool g 20 ) 8 ellad Glalll JS o
ARV e D LS e ]

e All languages have an inventory of phonemes, phonotactic constraints on the way words can be formed, and
phonological and morphological rules. Moreover, all languages have a recursive syntax that generates complex
sentences, and because of this every human being has the capacity for unlimited linguistic creativity. Finally, all
languages have a lexicon, which stores information about words by distinguishing form and meaning. Thus, the general
organization of all human languages is the same. If languages were not biologically based, there would be no necessity
for them all to have a similar organization —and we would expect great variation from language to language in terms of
their internal organization. The general organization of language is not the only aspect of linguistic universality. The
general properties of grammatical rules are the same for all languages. For instance, in phonology the rules for syllable
structure are shared by all languages, although some languages place limitations on syllable structures that other
languages do not (as we discussed in Chapter 2, with examples from Spanish and Japanese). Similarly, in syntax there are
restrictions on movement that are universal, and syntactic rules in all languages are structure dependent. We can turn
the concept of universality around and consider impossible languages and impossible rules. No human language could
exist in which only simple sentences were used for communication, without the capacity to form complex ones. There
are occasional attempts to categorize a language as being primitive. For example, the linguist
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Daniel Everett has argued along these lines for Pirah3, a language spoken by hunter-gatherers in northwestern Brazil (Everett
2005). Everett’s evidence includes a claim that Pirahd syntax lacks embedding,a charge that the language does not have
complex syntax. More careful investigation of the facts about Piraha syntax has strongly countered Everett’s claims: the
language does have recursive constructions(Nevins, Pesetsky, and Rodrigues 2009). It is possible, of course, that at some
point our hominid ancestors had a language that consisted only of simple sentences, but that would be speculation, because
researchers do not know what the language of protohumans was like (Evans 1998); the lack of fossil evidence about
protohuman language is hard but not impossible to overcome, given advances in our understanding of the neural and
genetic mechanisms for language (Fitch 2005). What is certain is that no language spoken by Homo sapiens — modern
humans — could be so restricted as to not contain recursion. A corollary of this is that there is no such thing as a primitive
human language. The languages spoken in communities of modern-day hunter-gatherers are as rich and complex as the
languages of the most industrially and technologically advanced communities, and they all possess human linguistic
universals. The same is true of vernacular (non-standard) languages, of languages without writing systems, and of languages
that are signed: they are organized in the ways we have described in Chapter 2. To examine directly whether humans can
acquire rules that do not conform to Universal Grammar, a group of researchers attempted to teach a possible and an
(impossible) made-up language to a polyglot savant — a person with an extraordinary talent for acquiring languages (Smith,
Tsimpli, and Ouhalla 1993). For this investigation, the extraordinary language learner, Christopher, was exposed to Berber (a
language spoken in North Africa, but which Christopher had never learned) and Epun (a language the experimenters invented
for the study, containing rules that violated certain aspects of Universal Grammar). The researchers found that while
Christopher learned Berber easily, he found it difficult to learn certain types of rules in Epun, particularly rules that violated
structure dependency.

e Language Need Not Be Taught, Nor Can It Be Suppressed

Lenneberg’s third criterion is about how biological systems consist of processes that are differentiated (develop)

spontaneously as the individual matures. This has two correlates in language acquisition:
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matter what kind of cultural and social situation they grow up in. Children from impoverished circumstances with indifferent
parental care eventually acquire a fully rich human language, just as do pampered children of affluent, achievement-oriented
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parents. The biologically driven processes of language acquisition even drive the creation of new languages. Judy Kegl, Ann
Senghas, and colleagues (Kegl 1994; Kegl, Senghas, and Coppola 1999; Senghas, Kita, and Ozyiirek 2004) describe how a
signed language has developed in the deaf community of Nicaragua, as the natural product of language learning
mechanisms. In the late 1970s, when schools for educating deaf children in Nicaragua were first opened, the deaf community
had no systematic gestural system for communication, other than “home signs” that varied greatly from person to person. (A
home sign is a sign or sign sequence made up by an individual.) Given the opportunity to interact more regularly with each
other, deaf children began to develop agestural system to communicate. As a result of continued use (both in and out of
school), that system eventually expanded into a rudimentary sign language with systematic properties. The language now
has over 800 users, and Senghas and colleagues report that the youngest signers are also the most fluent and produce the
language in its most developed form.

e The process of language birth witnessed in the case of Nicaraguan Sign
Language resembles the process through which pidgins turn into creole

languages.
pidgins LA e A Apleall 4085 3 5LE) Aa ) s ) HIS01 Al 8 2g i dalll e dlee ) @
creole Gl ) &l gas

e A pidgin is a communication system consisting of elements from more than
one language.

saal s dad e JEY jealic (e osSh (63 Jual 53 s 54 pidgin e

e A pidgin emerges in situations of language contact, when people who
speak different languages come up with ways to communicate with each
other.

o (A Joa il At il () galSy (ulill Ladie Ball) Jladl <Vl 8 jelay  Pidgin e
ol lpans e Jual il

e Pidgins have simplified structure and a lexicon consisting of words from the
various languages of their speakers. Importantly, a pidgin has no native
speakers: its users have learned the communication code as adults, and
their ability to use it will be uneven.

b o Y L (pllll ddlise el e SlalSl () Sall anaa s S bt Pidgins e
Ao agiB g padll) Jie Jual 5l e et alad g ¢kl 2 5 Y pidgin
L glite ) oS Aaladiin)

e When the pidgin becomes nativized — that is, when children begin to
acquire it as their native language — the grammar stabilizes and becomes
more complex, the lexicon grows, and the language is on its way to
becoming a creole.

D - Al agisl e J sasll JulY) fay Laxie 5 - nativized zasd pidgin Lexic e
creole g O ) Lol (8 (o8 Aalll5 ¢ gaty anaall daiad ST maay 5 5l 2o 58
B Children Everywhere Acquire Language on a Similar Developmental Schedule
aldia gai Joaa Ao GlSa JS 8 Aall) JUlY) Sy o

There is a remarkable commonality to the milestones of language acquisition, no matter where in the world children acquire
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language. Dan Slobin of the University of California at Berkeley has devoted his entire
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career to the cross-linguistic study of language acquisition and wrote a seminal essay entitled “Children and language: They
learn the same all around the world” (Slobin 1972). Like the milestones of motor development (infants roll over, sit up, crawl,
and walk at similar ages everywhere), the milestones of language acquisition are also very similar. Babies coo in the first half
of their first year and begin to babble in the second half. The first word comes in the first half of the second year for just
about everyone. In all societies, babies go through a one-word stage, followed by a period of early sentences of increasing
length; finally, complex sentences begin. By the age of 5 the basic structures of the language are in place, although fine-
tuning goes on until late childhood. Children all over the world are sensitive to the same kinds of language properties, such as
word order and inflection. They make remarkably few errors, but their errors are of a similar type. While there is much
individual variation in the age at which children acquire aspects of language, that variation is conditioned by individual
characteristics of the child rather than by the language being acquired or the culture in which the language is used. One
would never expect to hear, for instance, that Spanish-speaking children do not use their first word until they are 3, or that
acquisition of Spanish syntax is not completed until adolescence. Nor would one expect to hear that infants in Zimbabwe
typically begin speaking at the age of 6 months and are using complex sentences by their first birthday. There is clearly a
developmental sequence to language acquisition that is independent of the language being acquired — although, as we will
see in some detail in Chapter 4, some features of language are acquired more easily and earlier than others. In fact, those
aspects of language that are easier and those that are more difficult are similar for all children. All children learn regular
patterns better than irregular ones, and they actually impose regularities where they do not exist. For instance, children
learning English will regularize irregular past tenses and plurals, producing things like eated and sheeps. All children make
similar kinds of “errors” —no matter what language they are acquiring. Not only is the sequence of development similar for
all children, the process of acquisition is similar as well. This is exactly what one would expect if the acquisition of a mental
system is being developed according to a genetically organized, species specific and species-universal program. Lenneberg’s
fourth criterion, claiming that certain aspects of behavior emerge only during infancy, points to an important property of
language acquisition:

e for children everywhere there seems to be a critical period in the
acquisition of their first language.

oY) agiad CLaSY da a3y ellia of ol JSs JulY) sy e
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Yet Nicaraguan signers had an important environmental stimulus: each other. For a biological system, the environmental
input is a stimulus that triggers internal development. We will come

back to this in more detail in Chapter 4, when we discuss what characteristics of the language in the environment are
necessary for language development.

B Anatomical and Physiological Correlates for Language
M@jﬁuﬂ\\gﬁﬁﬂ\ OEY) e
e The most fundamental biological fact about language is that it is stored in
the brain, and, more importantly, that language function is localized in
particular areas of the brain.
Ay @l (e aa ¥ g e laall 8 L a0 Qi o g8 A3l Jsn 4y 58 sa SV A gl gl diiall @
Fladll (g dipma 3halia & Aalll Ak 5 of daa 3
This is hardly a new idea, going back at least to Franz Joseph Gall, the eighteenth-century neuroanatomist who developed the
field of phrenology. Gall believed that various abilities, such as wisdom, musical ability, morality, and language, were located

in different areas of the brain and could be discovered by feeling bumps on a person’s skull. Gall was, of course, wrong about
the bumps, but it seems to be true that some neutrally based abilities, such as language, have specific locations in the brain.

e The first conclusive demonstration that language was localized in the brain
took place in 1861 when a French neurologist named Paul Broca presented
to the Paris Anthropological Society the first case of aphasia

Glac canb Laie 1861 ale §leall b s yie dalll () e dxkalis i 5l <y yal o
SN e 508l laidd Alls Jsl A o g V) Gy ) Apman M w8 185 5 J 0 oy (i 8
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e Aphasiais a language impairment linked to a brain lesion. Broca had a
patient who had received a blow to the head with the result that he could
not speak beyond uttering Tan, Tan, and, thus, Broca called him Tan-Tan.

Aol il g Gl ) e 4 a3 g pe S5 505 ¢ Leal) 4] Lagi je dalll Chrua 2 sl @
Tan-Tan 41 S ey o Julls o oli (ol haill o) 5 o185 of (Sar Y il

Upon autopsy, he was found to have a lesion in the frontal lobe of the left hemisphere of his brain. Ten years later a German
neurologist named Carl Wernicke reported a different kind of aphasia, one characterized by fluent but incomprehensible
speech (Dingwall 1993). Wernicke’s patient was found to also have a left hemisphere lesion, farther back in the temporal
lobe.

e Neurolinguistics is the study of the representation of language in the brain,
and the discovery of aphasias led to the birth of this interdisciplinary field.
1a 3aY 5 (A (525all dunall Calias) "&m}\ = dalll i 4u) ) 8 Neurolinguistics e

Claaddl) daxiall Jaall

e The two predominant kinds of aphasia are still called by the names of the
men who first described them, as are the areas of the brain associated with
each.

ot siia s Ge Jgl pdll Jall sland 8 e (oand JI 5 Y dssall 30501 £ 631 (e () @
e JS A e e (3lalia 4 LS

e Broca’s aphasia, also known as non-fluent aphasia, is characterized by
halting, effortful speech; it is associated with damage involving Broca’s
area in the frontal lobe of the left hemisphere.

AOSl  ei gl DA (e el dBDlay jue dss auly Ladd (a5 2e Broca’s aphasia e
3NN Coai o (guall (il 1S 5 ddhia Je (g shatt Al ) pall e dasi i g ceffortful
J‘““:’ij\ YEEON|

e Wernicke’s aphasia, also called fluent aphasia, is characterized by fluent

meaningless strings; it is caused by damage involving Wernicke’s area
Dol A ¢ il gl d83ay Gt cdisaal) 483y Liayl i s Wernicke’s aphasia @
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Aphasia is not a simple or clear-cut disorder. There are many different kinds of aphasia in addition to those classified as
fluent and non-fluent, and many different behaviors that characterize the various clinical types of aphasia. Furthermore,
much more of the left hemisphere is involved with language than just Broca’s and Wernicke’s areas; the area all along the
Sylvian fissure, deep into the cortex, is associated with language function. Consequently, the localization of the damage for
Broca’s or Wernicke’s patients does not always neatly correspond with the classical description (De Bleser 1988; Willmes and
Poeck 1993).People with aphasia differ greatly in the severity of their symptoms, ranging from mild impairment to a global
aphasia where all four language modalities — auditory and reading comprehension, and oral and written expression — are
severely impaired.

W Language lateralization
e To say that language is lateralized means that the language function is
located in one of the two hemispheres of the cerebral cortex.
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For the vast majority of people, language is lateralized in the left hemisphere. However, in some people language is
lateralized in the right hemisphere, and in a small percentage of people language is not lateralized at all, but seems to be
represented in both hemispheres. The hemisphere of localization is related to handedness, left-handed people being more
likely than right-handed people to have language lateralized in the right hemisphere.

e Exactly why this should be the case is unclear, but, as illustrated in Figure
3.2, control of the body is contralateral: the right side of the body is
controlled by the left motor and sensory areas, while the left side of the
body is controlled by the right motor and sensory areas.

3.2 JSEl A rense a WS (Sl g il e Jlall g8 13 06K O Gty DLl apally o
Sl s By sk e ameall e ) cailally oSatll Gy BiBall b ansall e 3 lall
hliall 5 a¥) @ jae Al g anad) (e V) cailadly aSadill o Lty ) (glaliall
Al

e Thus, left-handed people have right dominant motor areas, while right-
handed people have left-dominant motor areas.

Al Galasl o s 8¢ Gl Gasgall @ jadl Blalie agaal (6 el Al Galasl (Ul e
oY) angal) @ aall (3halia agual il

Many investigations of hemispheric lateralization for language are based on studies of patients about to undergo brain
surgery. In these cases, surgeons must be certain where their patients’ language functions are localized so these areas can be
avoided and an aphasic outcome prevented. Some procedures used to determine the localization of language in the brain are
rather invasive.

e One common procedure for determining the hemispheric location of
language functions in preoperative patients is the Wada test.
Jals JUER) sa s pall U8 m jell Aalll Cailla o) ieail) o8 gall ypanil 4S i) 6l jaY) an) e
e In this procedure, sodium amytol is injected into one of the two
hemispheres of a patient’s brain.
L yall &ua@wwu.m\ wsh\j‘; amytol s 50 9a (8 2 el Y s @

The patient is asked to count or name pictures presented on an overhead
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e |n an experiment that tested whether participants could match simple
sentences presented to the right hemisphere with pictures they had been
shown, participants could not distinguish between the (a) and (b) versions
of sentences like the following
Caaill e aia s yeall L) Joall Gildas 38 () o jLiall S 1)) Le Lias il 4y il 3 o
ASaY) @ laal s (@) 5 (1) o s Y o 0 laall (Say el Al sall pa V)

a. The boy kisses the girl.

b. The girl kisses the boy.

a. The girl is drinking.
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b. The girl will drink.
a. The dog jumps over the fence.
b. The dogs jump over the fence.
Thus, while the right hemisphere may possess some rudimentary lexical
information, it is mute and does not represent the phonological,
morphological, and syntactic form of language.
Jiay al g 268 Ailan) dpanmall Cile sleall (any cllig 8 Ga¥) Cauaill o cpa & (138 @
Zall (g gmill 5 ¢ i yall ¢ paall 73 gall
e Further evidence of the dominance of the left hemisphere for language
comes from studies of dichotic listening.
.dichotic &lain¥l Clul ) (e S Al V) Caaill Lian e 5,3l AN @
e In this kind of experiment, participants are presented auditory stimuli over
headphones, with different inputs to each ear.
Calide ae ¢l N Clelas yie Al Clgaiad) ()5S jliall a5 adll e & 5ill 130 @
OIS ) sl

For instance, the syllable ba might be played into the right ear, while at the same exact time da is played to the left ear.

e The participant’s task is to report what was heard. On average, stimuli
presented to the right ear are reported with greater accuracy than the
stimuli presented to the left ear.

e el O3V ) Al <l sl g LY A ¢ Jarally pans Lo g3 58 & Lial) dage @

(ol Y1 ) Aaaiall @ Jaaall e ST AES

e This is known as the right-ear advantage for language.
Gl el 3V 5 e om0 @
e |t occurs because a linguistic signal presented to the right ear arrives in the
left hemisphere for decoding by a more direct route than does a signal
presented to the left ear.
o yilae (3o ey cladll p¥) Caatll et il (31 ) Al B salll 5 LYY Y Gld Caasy o
el Y e da g jaall 5 LEY) Jady Laa S
e From the left ear, the signal must travel first to the right hemisphere, then
across the corpus callosum to the left hemisphere (Kimura 1961, 1973).
&) Ol anal) elail avead &5 (e Cauaill )Y 5 candi s LIV Gy o ) 03V (e @
) Caalll

Thus, information presented to the right ear is decoded by the left hemisphere earlier than the information presented to the
left ear. The right-ear advantage exists only for linguistic stimuli. Non-speech signals produce no ear advantage, and musical
stimuli demonstrate a left-ear advantage (Kimura 1964. Lateralization apparently begins quite early in life. Evidence suggests
that the left hemisphere is larger than the right before birth, and infants are better able to distinguish speech from non-
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speech when the stimuli are presented to the left hemisphere. Early language, however, appears not to be lateralized until
the age of about 2. If the left hemisphere is damaged in infancy, the right hemisphere can take over its function. This ability
of parts of the young brain to assume functions usually associated with other areas is called
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model proposes that it is not possible for the child to acquire underlying features of language — such as the components of
grammar, universal principles, and features of variation — without the biologically based UG. As we explained in Chapter 2,
the surface representation of language is not adequate to provide information about the abstract, structural features of
language. The model we advocate here, then, is one in which learning strategies operate on the child’s linguistic input and
allow it to be organized according to universal principles to create a grammar of the target language. We can summarize this
section by pointing out that children approach the task of language acquisition with a sophisticated toolkit that makes them
extremely biased learners; as Ray Jackendoff puts it, children possess “preconceptions” about language acquisition which
ultimately “give them the right solutions” (Jackendoff 2002: 84). Human biology supplies knowledge of universal principles
for organizing language and knowledge of the handful of ways languages can vary, and limits the way the input is processed
by means of general principles of acquisition. Thus equipped, children can take input from the environment to rapidly and
efficiently acquire the language or languages around them.

m Characteristics of the Language in the Environment
e The primary purpose of a child’s linguistic environment is to provide
information about the language the child is acquiring.
il LS5 Al Jgn e sbea i 5 Jalall Ay salll 2l (g a1 (msal) @
e Psycholinguists call this type of information positive evidence.
Al ALY Gl glae (e g sl 18 e 3Lk Psycholinguists e
e |t supplies the data that the child needs in order to set parameters and
develop a grammar that is adult-like.

OLSD Jie s g2l ganll sk g claleall Cpans Jal (e Jidall zlisg ) cililal) 2535 ) o

Obviously, the main providers of input are the people who interact with the child: parents, caretakers, siblings, and any other
children or adults engaging in routine linguistic interactions with the child. In this section we consider the general
characteristics of caretaker speech.

e We stress that children need to be talked to: experiencing input provides

children with positive evidence about how the language works.
dnlay) Aol e JadaY) gy cMaae Al Coaadll o ) dalay JlaY) o e S5 oas e
Al Jee 488 Jsa

But to what extent do children need to be talked to in specific ways? There are some important facts about language
acquisition that limit significantly how we view the role of the language in the environment: every child in every known
culture acquires language with similar ease, by going through similar stages at about the same rate. This implies that any
characteristics of the input in the environment that
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Another characteristic of speech directed to children is that it consists of short, highly grammatical, and semantically simple
sentences. These characteristics have not been studied cross-linguistically as thoroughly as has the prosody of speech to
infants. However, they do seem typical of the way many caretakers in the English-speaking world address young children.
Studies attempting to relate specific features of child language to specific characteristics of caretaker speech have been
unsuccessful (Gleitman, Newport, and Gleitman 1984), and there is no evidence that children spoken to in typical child-
directed speech acquire language with any greater facility than children who receive more adult-like input. However, speech
with the characteristics of childdirected speech is probably easier to understand, and is thus a better vehicle for positive
evidence. Importantly, speech addressed to children, while it might be semantically simple, is not syntactically or
morphologically simple. Children must receive positive evidence about the full variety of syntactic and morphological forms
in their language, and caretaker speech provides much of that evidence. Since child-directed speech is semantically simple, it
is a good vehicle for communicative interaction between caretaker and child, which is critical for language acquisition. To
summarize this section, we emphasize two important points about the role of input in language acquisition. First, interactive
input is necessary: Jim and Glen were not able to acquire spoken English simply by experiencing language via television,
although Glen did learn a few words (Sachs, Bard, and Johnson 1981). This observation has been confirmed experimentally,
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in a study of American 9-month-old children exposed to a foreign language, Mandarin Chinese (Kuhl, Tsao, and Liu 2003). In
the study, children exposed to a live speaker performed much better, when tested on their perception of sounds specific to
Mandarin, than children whose exposure to the same speaker was pre-recorded (presented via a television set or only as
audio). Clearly, interactive experience with language enhances acquisition. Second, interactive experience is all that is
needed: Jim and Glen did not receive any special instruction, reward, or correction, and neither did the children exposed to
Mandarin in the study by Kuhl and colleagues.

m Developmental Stages s«ill Jal s
e We have mentioned several times in the preceding pages that children
everywhere develop linguistically at similar rates and experience similar
developmental milestones.
Ailee C¥aray Lgad sk e JS 8 JUbY) o A3l cilasiall 8 G jesac U SO o
Jilea ghat dal e Sgal
In this section we describe the major
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demonstrating that, in order to distinguish between the languages in the environment, bilingual infants rely on phonetic
information that they extract from the input (Werker and Byers-Heinlein 2008.(Recall the broad rhythmic distinctions
between languages described in Chapter 2. Languages like English and Dutch are stress-timed, whereas languages like
Spanish and Catalan are syllable-timed. It turns out that newborns can discriminate languages from different rhythmic classes
(e.g., English and Spanish), but not from the same rhythmic class (e.g., Spanish and Catalan); however, by 4 or 5 months
infants can distinguish even between languages of the same rhythmic class. All infants are able to discriminate languages in
their environment from unfamiliar languages, but an interesting difference has been documented between monolingual and
bilingual infants: bilinguals will take longer to attend to a stimulus in one of their native languages than to a stimulus in an
unfamiliar language, while monolinguals will take longer to orient to an unfamiliar language than to their native language
(Bosch and Sebastidn-Gallés 1997. Presumably, the delay has to do with the time it takes the bilingual baby to identify which
of the two native (and familiar) languages is being presented. Bilingual babies, then, might need to attend to the speech of
their environment differently than monolingual babies do, because it necessarily contains information about two languages,
rather than just one. The study cited earlier about 4-month-olds’ attentiveness to muted talking faces, by Weikum et al.
(2007), also demonstrated that in older babies, 8-month-olds, only the bilinguals still successfully discriminated between
English and French. By the end of their first year of life— particularly when exposure to the two languages is regular and
sustained — bilingual babies have developed a system that distinguishes between all of the phonemic contrasts in each of
their languages, although the details of how they get there are still not well understood )Werker and Byers-Heinlein 2008.

e In the first half of the first year of life infants interact in a variety of ways
with their caretakers, but their vocalizations are primarily soft coos and
gurgles that are not at all like actual language. In the second half of the first
year, true babbling begins.

o Gl w3k 3amy (ysleldly aa I JUlY) sla e J¥) AL e J5Y) aaills o
Gl Jie LY el 3 e 2l 5 dad coos JsY) alial 8 aa LY (K agiile
il el Tay ¢ oY1 Al (e UGN Cauailly ddedll

e Babbling consists of single syllables at first, always consisting of a
consonant and a vowel.

Ale Gy Sl s e Ly 5S35 cdglally Basd 5 adalie (e L3N O S @

Usually the consonant is a stop consonant and the vowel is /a/. At first the babbles will be strings of similar syllables, like

baba baba. Later, the babbles will become more varied, e.g., baga bada. This type of babbling is called segmental babbling
because the vocalizations sound like phonemic
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is to formulate the message into a set of words with a structural organization appropriate to convey that meaning, then to
transform the structured message into intelligible speech. The hearer, on the other hand, must reconstruct the intended
meaning from the speech produced by the speaker, starting with the information available in the signal. In this and the next
three chapters, we will describe the information processing operations performed rapidly and unconsciously by the speaker
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and the hearer, as well as the mental representations constructed by those operations. It is worth emphasizing that a
hearer’s successful recovery of a speaker’s intention when uttering a sentence involves shared knowledge that goes well
beyond knowledge of language and well beyond the basic meaning of a sentence — a topic we will explore in Chapter 8. But
before we can examine contextualized language use, we describe the operations that use knowledge of language in encoding
and decoding linguistic signals. This chapter focuses on production. Since the mid-1970s, production has gradually become a
central concern in the study of language performance (Bock 1991), alongside the study of perception. The sections that
follow provide an introduction to some of that research. We will first discuss the components of a general model for
language production. We will then describe the mental mechanisms that constrain how speakers encode ideas into mental
representations of sentences, which are eventually uttered, written, or signed. The chapter concludes with details on how
those mental representations are transformed into an acoustic speech signal.

m A Model for Language Production4alll iy g3 gl
e The production of a sentence begins with the speaker’s intention to
communicate an idea or some item of information.
il shaall 23y (mny ol 5SE) Joa i ) Al ) e ) e fag Alead) 2L o
e This has been referred to by Levelt (1989) as a preverbal message, because
at this point the idea has not yet been cast into a linguistic form.
Sl Y s oy ol Als gl 03¢ 43Y cpreverbal s S Levelt Jd (e 138 I il 8 o
g JSS ) e sdll
e Turning an idea into a linguistic representation involves mental operations
that require consulting both the lexicon and the grammar shared by the
speaker and hearer.
il 5 anall (e JS 5 i Gl i cilee e (5 sl (o 5a) Jikai ) 588 Jsad e
bl g alSHall 38 e & yidia

Eventually, the mental representation must be transformed into a speech signal that will be produced fluently, at an
appropriate rate, with a suitable prosody. There are a number of steps to this process, each associated with a distinct type of
linguistic analysis and each carrying its own particular type of information. Figure 5.1 summarizes, from left to right, the
processing operations performed by the speaker.
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e levels of production planning comes from analyses of speech errors (also
called slips of the tongue) by Garrett (1980a, 1980b, 1988,( Fromkin (1971,
1980, 1988), and others.

8 e (Olealll Y ) Ll s g) 2SS U] cBllas e Al L) Jaghads il glse @
pd e 5 Syl

e This research draws on speech error corpora, collected by the
investigators, by noting the occasions when they or their interlocutor
produced a speech error.

& BV (piaal) U8 (e lgzaa o3 S ¢ corpora laa Uad e unll 138 atiny e
S0 Uad il ) glaall Lodie il

e An interlocutor is a participant in a conversation.

Laaall & S jLiall aa) g8 An interlocutor e
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e Other evidence comes from studies using a range of techniques to elicit
speech production under controlled laboratory conditions;
¢4y yridall A8 yall con WMSH L) 1 3EY Gl de sema aladiuly bl ) e U5 5 AT AN e
e the objective of such work is to examine how fluent speech is produced,

and what conditions cause fluent speech to break down.
st Zuaall G ylal Lag A8y ladll ) iy oS Al 50 58 Jaall 138 (g Cangll o
A8y 23S
e _Production in bilinguals and second language learners
A Aall) abeia s sl Sl £LY) o
Few adjustments need to be made to the working model in Figure 5.1 to account for production by people who speak two or
more languages. We need to assume that a bilingual has two language-specific grammars, and a lexicon with language-

specific entries, and we need to specify how these language-specific knowledge repositories are activated (or deactivated) .
but that is all.

e When a bilingual is speaking in a unilingual mode (only one language), only
one of the grammars is consulted to build structural representations, and
the active languages lexical entries are activated.
saill ae 8l Jad sas) 5 5 )Ll 5 o(datd 3as) 5 Aad) dall) golal aa g dalll S5 Caaady dic @

Araaaa) YL CA}AL: ladl) Jaadiw NI AalSae ) eadliadll el

e When in a bilingual mode )when the bilinguals two languages are being
used in the same conversation,( access to both grammars and lexical items
from both languages must be possible (Grosjean 2001).

c(i\qu;,d\ odl CpialS aall) @31_'6?\353“\ (;gum) izl u_a\_u @aj‘;wsgum °
Gaine 58 ) ag Gl (e Apanaal) pualiall g gaill ae) @ (0 DS ) Jea sl

Models of bilingual language production, like de Bot—fs (2004) or Green<fs (1986), incorporate mechanisms to control
activation of the language or languages of the conversation )or inhibition of the language or languages not being
used.(Choosing what language (or languages) to activate during a conversation is guided by the speakerwfs communicative
intent and other nonlinguistic variables like conversation participants, topic, and context. )For more discussion of language
choice, see Chapter 8.) The process resembles how a monolingual chooses between speaking formally or informally.
Importantly, the steps for production continue to be the same in both the unilingual and the bilingual mode of production,
and for monolingual and bilingual speakers: lexical items are selected; a syntactic structure is built; a phonological
representation is generated. However, knowledge of two languages has at least two important consequences for language
production: it permits intentional switching from one language to the other, and it triggers occasional unintentional slips into
a language not active in the conversation.
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e One type of alternation between languages in bilingual speech is code-
switching.
code-switching 4xlll Al SIS 8 QL) G Wl (e asl g 50 @
e Code-switching is switching between two codes (two languages, or two
distinct dialects of the same language) within the same discourse.
Aall) pe ddline Clagd e il gl eial) 5 say (e Gl G daadill alCode-switching e
Al ads JAds (L
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e A switch can take place between sentences ( intersentential code-
switching).
(2 3 intersentential) deall g oy ) (S Jsa3 @
e A switch can also occur within the same sentence intrasentential code-
switching), at clause boundaries, or at smaller phrasal boundaries.
dsan 8 (i) e intrasentential Aeal) (i paa Jsadll Gaasy o Lagl (Say @
Aladll Jeall jral 2gan Al da s
e A third category, tag-switching, involves the insertion of frequently used

discourse markers, like so, you know, | mean, etc. .
@\ 4@::\ cu}qlu LS ¢l

The example in (1), produced by a Spanish—English bilingual )cited by Romaine (1995: 164) ), illustrates all three types of
code-switching; the underlined phrases are translated below the example: ... (1)they tell me ‘How’d you quit, Mary?’ | don’t
quit | ... | just stopped. | mean it wasn’t an effort that | made a que voy a dejar de fumar por que me hace da:o o this or that
uh-uh. It’s just that | used to pull butts out of the waste paper basket yeah. | used to go look in the ... b se me acaban los
cigarros en la noche. I'd get desperate c y ah voy al basurero a buscar, a sacar, you know. a ‘that I’'m going to quit smoking
because it’s harmful to me or’ b ‘I run out of cigarettes at night’ ¢ ‘and so | go to the trash to look for, to get some out’ Code-
switching is a discourse style that is most typical in bilinguals who are highly proficient speakers of both languages (Poplack
1980), which is not surprising: producing utterances that alternate between two languages requires sustained activation of
the grammars and lexicons of each language, and of the rules that govern grammatical switching. Code-switching generally
serves a communicative function (Myers-Scotton 1988). A bilingual may switch to the other language to emphasize
something just said, to quote something or someone, or to modify a statement further; code-switching can also be used to
include or exclude an interlocutor, or to signal power relations between interlocutors. In the example in (1), the speaker
switches into Spanish for the more personal parts of her message. In some bilingual speech communities, the default
communication style when in a bilingual mode involves frequent alternation between two languages (Myers-Scotton
1988.(Code-switching is guided by the same production mechanisms involved in unilingual production. Research examining
large code-switching corpora has demonstrated that naturally occurring code-switching is highly principled behavior (Myers-
Scotton 1993). As such, code-switching offers insights about the cognitive architecture that supports bilingualism.
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e |n Chapter 2 we used the phenomenon of borrowing, in which a word from
one language is incorporated into the lexicon of another, to illustrate how a
borrowed word might be transformed to conform with the phonotactic
constraints of the incorporating language.
¢ Al P S A (e AL o] L;:‘M « borrowing_=l »y8Y) 3 jal Liaadin) 2 Jiadlls o
ze2 4xll phonotactic 258l ae (88 il Cuca 381 S Jsaii o Sy Al Al a5l

e Borrowing is also a feature of bilingual language use, and it is sometimes
difficult to distinguish from code-switching.

il ey G Dasadll Ulal Camaall e g il 40085 Aad aladial (e daw Liayl (il BY) @

e One difference between the two is the degree of integration of the guest

word in the host language.
Aduadl Gl 8 Conca KD JAlSS s 50 g8 Legin al g 50 @
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e A borrowed word (also called a loan) typically undergoes both orthographic
and phonological adaptation into the host language;
Al ) sl s Plagdl sl e IS auady Lesale 5 (Gl Liayl e A jitall 4aK o
¢4duall
e the example in (2a) illustrates orthographic adaptation (the loan in English
is not capitalized and loses the umlaut over the third vowel). Loans are
sometimes translated into an equivalent word in the host language, and
are then called loan translations or calques; an example is in (2b).
5 Aadle sy 5 iy Slal G ) a5 o V) ilagll ) s (A2) B J1
A (s Aipaall Ll A Jobay Lo ) (e 58l) asad oty () sy (RGN Adad) Coya
(B2) & & Jie ¢4a suiall 5l (i 8 lea jill anss
e Bilinguals often borrow to fill lexical gaps in one of their languages.
Loanwords sometimes become established in the language, and even

monolinguals will begin to use them.
LSl aai Lgilad aa) & dpaaall <l il sl Gl 381 dall)l ol Gl e 5K e
Lel235Y monolinguals 1o s 5 el die Ulal 3 et

(2) a. doppelganger

‘gshostly counterpart of a person’

(from German Doppelgdinger)

b. thought experiment

(from German Gedankenexperiment)

e |tisimportant to distinguish between deliberate alternations, like code-
switching or borrowing, and unintentional non-native-like elements in the
speech of a second language learner.

o Al e ealiall g el 5BY1 o Jias Jay e cBdantio il sl (o Saa (o pgall e @
Al Al abeia QUad o3 gaalle e

e A second language grammar may differ — slightly or dramatically — from the
grammar of a native monolingual speaker. No doubt, you have heard
second language learners speak with an accent, use words in ways that do
not match native speakers’ intuitions, and even produce sentences with
unusual syntax.

i Y AV Al salal alSiall (o i) (e - € IS ) DB - Al dall) ae) B Caliss 8 e
oedn Gl Y (3 ey LI aladiia 5 UKL sty Al Al alaie Canans 38 i€
Aple e Alen ol AlSal 215 s 5" Ly (il
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e Non-native-like production by second language learners can be the result
of rules from the first language being incorporated into the second
language, a phenomenon called transfer.

S Y AR ac ) gl Aai )5Sy o (S Al Al alatie J8 (e 2l Jie o) e e
Jaill 3l ey Al Al Ll o) (5o

e Non-native-like production can also be linked to the use of acquisition

strategies like overgeneralization
Jie Gl Glagl yiul aladiul ) #1) Jie dasi je ddal el L (Says @
overgeneralization

m Planning Speech Before It Is Produced

Aalil) aly o) Jd 23 Jaiadsl) o
e Producing a sentence involves a series of distinct operations and
representations: lexical, syntactic, morphological, and phonological. The
following sections discuss some of the evidence that has led researchers to
posit these different levels of production planning.
i puall i sail s dpanaal) 1Ml 5 8 paiall Cillaad) e i e (5 shay Aleall 25 o
O Adlise il siose ) 38Y cpfialal) ool Al DY) aey 200N adalial) (GELS A5 gl
ZLY) Jaylads
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Accessing the lexicon
e As mentioned above, the process of language production begins with an
idea that is encoded into a semantic representation.
YA il Sae 5y o)) 588 ae Tag dalll L) ddee (8 Dle] SIS o
e This sets in motion a process called lexical retrieval. Remember that the
lexicon is a dictionary of all the words a speaker knows.
S (o e 5alB 5 pnall (O S Fyamaall gla i ansi Ailee 3S all b e sano ol o
Al g yay el
e A lexical entry carries information about the meaning of the word, its
grammatical class, the syntactic structures into which it can enter, and the
sounds it contains )its phonemic representation).
O S il g gl ) 15 ey gl L (el ina J g o slae Jong Apannall JI531 0
(a5t Leliiad) e g i @l gual 5 i

A word can be retrieved using two different kinds of information: meaning or sound. The speaker retrieves words based on
the meaning to be communicated and has the task of selecting a word that will be appropriate for the desired message. The
word must also be of the appropriate grammatical class (noun, verb, etc.) and must be compatible with the structure that is
being constructed. It is most certainly not the case that the structure is constructed before the words are selected, nor are all
the words selected before the structure is constructed. In fact, the words and the structure are so closely related that the
two processes take place practically simultaneously. Ultimately, the speaker must retrieve a lexical item that will convey the
correct meaning and fit the intended structure. This means that a speaker must enter the lexicon via information about
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meaning, grammatical class, and structure, only later to retrieve the phonological form of the required word. The hearer’s
task, which will be discussed in detail in the next chapter, is the mirror image of the speaker’s. The hearer must process
information about the sound of the word and enter his lexicon to discover its form class, structural requirements,and
meaning. Important psycholinguistic questions concern the organization of the lexicon and how it is accessed for both
production and comprehension. The speed of conversational speech varies by many factors, including age (younger people
speak faster than older people), sex (men speak faster than women), nativeness (native speakers are faster than second
language speakers), topic (familiar topics are talked about faster than unfamiliar ones), and utterance length (longer
utterances have shorter segment durations than shorter ones); on average, though, people produce 100to 300 words per
minute (Yuan, Liberman, and Cieri 2006,(which, at the slower end, is between 1 and 5 words (or 10 to 15 phonetic elements)
per second. (Notice that this includes the time it takes to build syntactic and phonological representations and to move the
articulators, not just time actually spent in lexical retrieval.) Clearly, the process of accessing words is extremely rapid.
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share a great many aspects of meaning. Love and hate are both verbs that refer to internalized feelings one person can have
about another; the only difference between them is that they refer to distinct (and opposite) feelings. Speech errors often
involve the production of forget instead of remember, give instead of take, and so on

e Sometimes words that sound alike are implicated in speech errors, like the
following:
ok Lo Jie DS pladl 8 i ) gie ol g an e san il LSl Blal @
a. If you can find a gargle around the house} If you can find a garlic around
the house{...
b. We need a few laughs to break up the mahogany.
}We need a few laughs to break up the monotony{.
c. Passengers needing special assistance, please remain comfortably seated
until all passengers have complained ... uh, deplaned.
e In these errors, the grammatical class of the intended and the intruding
word is the same, even though the meaning is completely different.
Lelad calitie imall (S () 5 in elguds Jibaill 3a1S 5 03 gl 4y gail) A5akall g cUndY) o2gy @
e Errors like these suggest that words are organized by phonological
structure, forming “neighborhoods” of words that sound similar.
Semantically based and phonologically based errors, like those in (3) and
(4), respectively, provide evidence for the distinction between two
components of lexical representations discussed in Chapter 2: meaning
based and form-based.
a5 LS (el YI" (i ¢ puall JSagl) g i o 1) e Ll 3 Jio slbdl o
e ((4) 5(3) 825 sall i Jin cphonologically 1abiul 5 43 sad ey laliin) dlilas
2212 Jaadll (8 i g5 Al dpeaeall QO e (g peaie G Daadl] Sl a8 ¢ I gl
Zasall Lo 8l 5 il
e A phenomenon in lexical retrieval that has fascinated psycholinguists for
decades is the tip-of-the-tongue phenomenon .
ol g t)u 3l R J gaal psycholinguists <& s ‘5_\3\ Cla Hial) 21.;)3...»\ s als e
e A tip-of-the-tongue state occurs when the speaker knows the word needed
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but cannot quite retrieve it.
a3l il (S Y STy A sllaal) RSN ASEaN ey Leadie ladll (e §30 Als iy o

It is a very uncomfortable mental state, and when people experience it, they might say “I’'ve got that word right on the tip of
my tongue!” What people experience during a tip-of-the-tongue state offers a glimpse into the steps involved in lexical
retrieval. Typically, people have access to the meaning- based part of the lexical representation, but experience a tip-of-the
tongue state when they fail to find a fully specified form-based representation (Bock and Levelt 1994). However, people
typically know something about the word they are unsuccessfully searching for. They can often think of the initial or final
sounds or letters, how many syllables it has, where primary stress is located, and even words that sound similar. People
experiencing a tip-of-the-tongue state will often also perform gestures that are suggestive of the meaning of the word,
though it is not necessarily the case that gesturing helps retrieval (Beattie and Coughlan 1999).
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While no one really understands tip-of-the-tongue states, it is a phenomenon that demonstrates that when people enter the
lexicon through meaning, in order to produce a word, a great deal of information may be available even if the entire
representation of the word is not retrieved. Tip of- the-tongue states, of course, are a rare occurrence, as are lexical retrieval
errors like the ones in (3) and (4). Usually lexical retrieval produces an appropriate set of words required for the speaker’s
sentence.

m Building simple sentence structuredaswdl ddaal) 45 sly
o Levelt (1989) refers to the creation of sentence structure during sentence
planning as grammatical encoding.
Aol ae i LS dleal) Jandadl) oL Aleall A oLis) ) i Levelt o
e For this the speaker must consult the internalized grammar to construct
structures that will convey the intended meaning.
2 seaiall il Ji5 o Leald el JSLd) ol 4 uaiall gl 5 liin) cang A 13g) @
e Again, speech errors provide information about some of the characteristics
of the representations that are constructed. We know, for instance, that
words are represented as separate units. Speech errors like the ones in (5)
provide evidence for this:
(oa ety La gl Jiia pallad (e gans Glhd sladl Joa Gilagladd) yidsis caaa @
Aol 4385 (5) (A 53 g sall @lli Jin 2DIS) elhadl dliaiia Cilas € L Jitad iy o Olia
13

a. | left the briefcase in my cigar.

{I left the cigar in my briefcase.}

b. ... rubber pipe and lead hose ...

{... rubber hose and lead pipe ...}

e These examples illustrate a common type of error, exchange errors; the

exchange units here are two words.
Ll e le il claa gl Joli g ¢ci puall eUadd g (Uadll (e @il &}m?\ 8 magi @

e Word exchange errors never occur between content words and function
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words and are usually limited to words of the same grammatical class,
nouns in the case of the examples above.
e Al e sale patd g Al Gl g g giaall S 1ol S Jals elad] st Y e
ke ] ALY Ala 8 ol oy antl) L) s
e An exchange error can involve units larger than individual words.
A S e ST o g e g sk (o (e i el (s
e Such errors provide evidence that sentences are organized structurally
during language production.
Axll) ) A WIS AlSa ) a2y of o Al 3¢S glaal i g
e Constituents that are larger than words, but which are units in the
hierarchical organization of the sentence, can exchange with one another.
Consider the following error:

ol Sy s Alaall asedl aakasill 8 cilaa g o oS1 g cclalSl (e ST il s Kl

Al Uaall 8 jhail | asd) Lgacany

The Grand Canyon went to my sister.
{My sister went to the Grand Canyon.}
e A noun phrase, the Grand Canyon, has changed places with another noun
phrase, my sister.
my sister ¢« Al dsan) dlaa ae (KLY 52 (0 5lS 3 el dlaall @

Thus, a constituent larger than an individual word has moved. Movement of two words that are not part of the
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same constituent is never observed. An error such as *The grand my sister to canyon went would never
be produced. In speech errors, syntactically defined constituents are moved, and the resulting
sentences are always structurally well-formed sentences of English.

e Exchange errors also demonstrate the existence of a level of
representation where bound morphemes are represented separately from

their stems, as the following examples illustrate
S a3mie 2 puall Jiiad oy Cum e (5 sinn 3535 Q35 o puall slladl L 0o 0
AN ALY i 5 eS¢ aall (e Juniia

a. He had a lot of guns in that bullet.
}He had a lot of bullets in that gun{.

b. You ordered up ending.
}You ended up ordering{.
c. We roasted a cook.
}We cooked a roast{.
d. ... gownless evening straps...

...}strapless evening gowns{...
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e |n(7a), gun and bullet have been exchanged, but the plural morpheme —s
appears in the intended structural position.

el i gall 8 jetay S-mid ) gall pan O 53 0S¢ bullet s gun Ja &3 (A7) B

e |n(7b), the words end and order have been exchanged, but the
morphemes —ed and —ing appear in their intended structural positions.

& elsi—ing sed s yall O sam oSl corder s end SN Jals & ((B7) G
3 pratall ASsel) Ledd) ga
e The same type of analysis applies to( 7c), in which roast and cook have
been exchanged, but the morpheme —ed has not moved.
3)-pid ) gall (15 ¢ cook s roast Jalii Lead a3 Al ¢(C7) Ao Gabaty Judaill (e g il
—ed & i
e These examples suggest that while speech errors may produce sentences
with odd meanings, they rarely produce structurally bizarre sentences.
Lo 150l Leild ¢ el b Joaadl (s eUadl] (e ey 38 cpa 8430 ) s ATV 228
e The errorin (7b), for instance, was not *You ordering up ended, as it would
have been if the bound morphemes and the stem had formed a unit at the
time of exchange.
IS 13 5 o (S S WS ¢ You ordering up ended * oSs &l Sl ((B7) & Uadll o
i pall S g 8 Bas 5 ClSS N dpe al) 5 48 peall aiaie
e How are errors like those in (7) possible? Free morphemes, and the bound
morphemes that attach to them, are separate units in the mental
representations built during sentence production.
Glai Ol daaiall 48 puall 5 3 jall 4 yuall € (7) 8 4iSan 33 g sall lli Jia elladl 2 (S @
Alaall ZU5) I Gy ) A3 agll ) gl 8 Aliaiia Cilas 5 8 ¢agd
Inflectional morphemes, like —s, —ed, and —ing, are added to specific structural positions, based on the syntax of the
sentence, rather than based on the words they eventually attach to. The error in (7d) suggests that much the same applies to
derivational morphemes, like —less. There is a level of representation at which free and bound morphemes are represented
separately. Errors like those in (7) also suggest that morphemes are added to the mental representation before morph
phonological rules operate to specify the phonetic form by which the morpheme will be realized. The example in (7c) is

particularly relevant. (Notice that (7c) might initially appear to contradict the observation that only words of the same
grammatical class are exchangeable, since cook is a verb and roast is a
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THE SPEAKER: PRODUCING SPEECH
dadiiall QUad sduasdiall
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S= Sentence (= Clause)
NP= Noun Phrase
VP= Verb Phrase

NP / \N Det = Determiner

N= Noun
V= Verb
N V [4past] NP (+past) = Past Tense

/ \ Feature
ook De N
r+ast

Representation of a past tense morpheme before the application of morph phonological rules noun. However, both words
can be either a noun or a verb, so the example is not a contradiction. The past tense morpheme —ed differs in the way it is
pronounced depending upon the final segment of the verb to which it is attached. The past tense morpheme on cook
surfaces as [t,[ while on roast it surfaces as [id]. In the speech error in (7c), the past tense feature is “spelled out” according
to morphophonological rules attaching it to roast. Clearly, roast and cook were exchanged before morphophonological rules
applied. The exchange error resulting in (7c) thus provides evidence for a level of representation as shown in Figure 5.2,
where past tense is an abstract feature in the syntactic structure, but the morpheme that marks past has not yet been added
to the word cook. The words were exchanged at a processing level before morphophonological rules had applied. If the
exchange error had occurred at a later processing stage, the sentence would have been uttered as *We roast a cooked.

e Such a speech error would never occur.
Cotaally Uaall e Jie dhasy o) @
e The following speech error illustrates a similar interplay of morphology
and phonology:

we

&l sa¥) ale 5 Sl e Jilae Jeli 45V A Uak ma sy @

If you give the nipple an infant...

}f you give the infant a nipple{...

e In this example, nipple and infant have been exchanged before the
morphophonological rule specifying the pronunciation of the indefinite
determiner has applied.

Gk vl morphophonological 2Sall Jd infant s nipple  Jal &3 ¢JUall 138 3 o
it 35 awe e dal I determiner

The determiner would have been pronounced a before nipple, but instead became an, given the initial segment of
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infant. Had the exchange error occurred after the application of the morphophonological rule, the resulting sentence would
have been *If you give the nipple a infant.

19 daiall




[l €]
ANASF

- « 5 of
m Creating agreement relations <@l 3l&%) ¢ L&)
The errors we have described so far illustrate aspects of sentence planning related to placing lexical material in structural
positions in a syntactic representation. There is another class of errors, which has been studied extensively in English and
several other languages, involving subject—verb agreement. These errors are informative about the role of agreement
features in production planning and execution. Agreement is a requirement of the grammar, with some very language-
specific properties. English requires that verbs and their subjects agree in number (and person).

e Since English has limited morphology, number agreement is only marked
(by a bound morpheme) on verbs with third person singular subjects, like
(9a), or on subjects when they are plural, like (9b):

e (paiall aid ) gall J8 (10) dadd 22e (3L pa g a3 2 gana SN Lgaal &y jalaiY) dia
A 585 Gle snse el ((A9) Jie el Cile g gl G [adill g JladY)
:(B9) Jiaczaall

a. The bridge closes at seven.

b. The bridges close at seven.

e Other languages have richer morphology for agreement, and require not
only agreement of number and person features, but also of gender
features. (Examples of some of these are in Chapter 2.)

Sy cpad il madla s ae (3l Jai gl it g (B et Lin gl ) 9a Leal (AT ]

(.2 daail) 3 eV 58 (e (and Abial) | Gaiad) Ol jae e Lia

e Many languages require agreement between verbs and their subjects, and
some languages also require agreement between verbs and their objects.
For an English speaker, producing sentences with grammatical number
agreement is relatively straightforward, with one important exception.

O B Clalll (oany allati Liayl 5 caganial sa s 8 G G Callati Clalll (e a2l o

il g pdal 5 (5 s a0 (B ae AlSAY) i g e jalady) Chaaid | el agiluil 5 Jladl!

e When a plural feature intervenes between a singular subject and its verb,
the phenomenon of plural attraction can trigger an error, like the
following:

e O Sy aaall Apilall 5 jalall ¢ Jadll 5 0 il ¢ g sall (p aandl B s Jadi Ledic o

rob e Jie el

a. The time for fun and games are over.
b. The illiteracy level of our children are appalling.

In a landmark series of experiments, Bock and Miller (1991) presented English speakers with pre-recorded audio sentence
preambles like the ones in (11); the participants’ task was to complete the sentences as quickly as possible.
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e compared speech initiation times associated with sentences with a simple
subject NP, such as (12a), to sentences with complex subjects, such as
(12b) (which contains a relative clause), and found that speech initiation
times for sentences with complex subjects were significantly longer than
for sentences with simple subjects.

oo ASal ) ((A12) Jie ¢ s sall Jasss NP ae Jaadly Jasi je ladd @l je 45 )la sy @
O DS ey il ) Ciam g5 (a2 iy 531 5) (B12) Jie Baie Cile gua se
dagun il se pa don e S sl CuilS 328 Cile guia e pa plSa

(12) a. The large and raging river ...

b. The river that stopped flooding ...

This finding, replicated by Tsiamtsiouris and Cairns (2009), indicates that planning complex sentence structure recruits more
computational resources than does planning simple structures. In the production of complex sentences, the clause appears
to be the primary planning unit. Most speech errors that involve two elements — like the exchanges discussed above, and
some other error types discussed below — take place within a single clause. This suggests that sentences are organized in
clause-sized bundles before they are produced. Not surprisingly, clause boundaries have been identified as loci for sentence
planning. Numerous studies report more pauses at the beginnings of clauses than within them (Boomer 1965; Ford 1978;
Beattie 1980; Butterworth 1980), indicating the presence of planning processes. McDaniel, McKee, and Garrett (2010)
elicited sentences containing relative clauses from children and adults, and found that pauses clustered at the clause
boundaries. Evidence for increased production planning cost associated with subject—object relative clauses (described in
Chapter 4, sentence (7a) ) comes from a study by Tsiamtsiouris, Cairns, and Frank (2007), who report longer speech initiation
times for sentences with subject—object relatives than for sentences with object—subject relative clauses (like (7b) in Chapter
4). Tsiamtsiouris and colleagues (2007) also observed longer speech initiation times for passive sentences than active
sentences, suggesting that producing sentences that are out of canonical word order increases planning cost.

e The phenomenon of syntactic priming provides further insight into the
mechanisms of production planning.
Y Jadads LI (8 peadll (e 2 e 853 4 saill priming 5als e
e Bock (1986) and Bock and Griffin (2000) described an effect they referred
to as syntactic persistence, by which a particular sentence form has a
higher probability of occurrence if the speaker has recently heard a
sentence of that form.
IS A ey sl ) paind ) iy il 535 (2000) Gt 2 5 505 (1986) Sss cias @
Z2saill 1) aSa | A s pans 38 Caaaliall (IS 13) g gan Jlaial e Lgpal A Jaa
For example, if you call your local supermarket and ask What time do you close?, the answer is likely to be something like

Seven, but if you ask At what time do you close?, the response is likely to be At seven (Levelt and Kelter 1982). Speakers (and
hearers) automatically adapt themselves to
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languages, with bilinguals or second language learners, have confirmed that the structure of an utterance heard in one
language can affect the structure of an utterance produced in another language (Loebell and Bock 2003; Hartsuiker,
Pickering, and Veltkamp 2004). The study of syntactic priming between languages contributes to current models of the type
of cognitive architecture that supports some of the linguistic behaviors bilinguals can engage in: code-switching, borrowing,
and transfer (Loebell and Bock 2003). If structures in one language can prime structures in another language, the two
languages of a bilingual are not impermeable and fully separate; instead, the same language production mechanism
(susceptible to what the system has previously perceived) is recruited for language production, regardless of the language of
the utterance.

21 daial




[l €]
ANASF

H Preparing a phonological representation

Al Jhal dae) e
e The mental representation of a sentence that serves as input to the
systems responsible for articulation (speech, writing, or gestures) is
phonological.
s ALl DS) delua e A s guall dadaiDl COlA e Aliey & Aeall (e i) Jialll @
Adipall p (Sl

Some examples of slips of the tongue discussed earlier reflect the application of morphophonological rules, as a phonological
representation for a sentence is prepared during production. There is an entire class of speech errors involving units of
analysis that are smaller than phrases or words or morphemes, and these errors shed further light on the nature of the
phonological representations built during language production.

e Consider the followingch L (& il

a. hass or grash {hash or grass}

b. | can’t cook worth a cam. {l can’t cook worth a damn.}

c. taddle tennis {paddle tennis}

e The example in (a) is an example of a segment exchange error, in which
the exchange is between two phonological elements: the final consonants
in the two words.

A gaall jualial) (e il G ol g A 6ol G gea Ul e JUe s (1) A4 JU) e
el 3 el AL Cag sl

e In (b), we have an example of a perseveration error, in which a segment (in
this case the /k/ of can’t) perseveres and intrudes in a later word (so the
speaker utters cam rather than damn).

Jikiyy 5l (/k/ of can’t Aall sda &) day a6 )5 calgia¥) Uad e JUe Wpal () (S @

(damn o< Y cam Ghi A5 gd  JUIL) @Y 8 g 3aa) g S 8

e In (c), the example is of an anticipation error, in which a speech sound that

has not yet been produced (the /t/ of tennis) intrudes in an earlier word.
A 2 G pa e Mgﬂ\ (B il Uk asa g o8 el Je JGag (z) & o
Gl il g 3 AWIS 3 (/t/ of tennis) 4aalil oY) s Al Al
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hearer uses knowledge of language to rule out stlice (on phonotactic grounds, since [stl-] is an impossible syllable onset for
English) and sklice (if not on phonotactic grounds, then surely because [skl-] is such an infrequent onset — occurring in rare
and oddly spelled words like sclerosis — that it is dispreferred relative to the more frequent [spl-]). The phoneme restoration
illusion is stronger when the sound being replaced and the sound used to fill in the gap are close acoustically (Samuel 1981);
for example, replacing an [s] with a cough — a sound with lots of high-frequency noise —is more effective than replacing an [s]
with a tone, and it doesn’t work if the [s] is replaced by silence. The illusion is also stronger with obstruent consonants than it
is with vowels. The effectiveness of phoneme restoration depends as well on whether the word carrying the missing sound is
presented in isolation or inside a sentence. The phenomenon of phoneme restoration demonstrates the perceptual system’s
ability to “fill in” missing information, while actively trying to recover meaning from an acoustic signal: what we hear is
sometimes not what we perceive.
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e The explanation for the effectiveness of phonological illusions lies in the
operation of the lexical retrieval system.
ezl ¢l il alas Jsdi 8 eS) A seall ala DU Madll il o
e |t locates words using as much acoustic information as is available.
Zlia )3 S5 A3 e e slee aladinly S a3, 450 o
e After a word has been retrieved, its full phonological representation is
checked against what has been heard.
Carans Lo an JalS 3 guall Lliiad (s oy ¢ Al la jind a3 O a2y @
e This is called post-access matching. If the match is good enough, the word
is accepted as correct and the full phonological representation from the
lexicon becomes the percept.
Al g iy g AL 48 Loy un Galail) cilS 1) J g gl s Aiae e La 138 @
e This process allows even a degraded acoustic signal to provide enough
information to allow retrieval to take place; the phonological details are
then filled in by the phonological information associated with that lexical
item.
Al g la yinY Flawll LIS Cla glaa 5555 ) saiall 43 geall 3 LEN s et 4glasll 28 @
comnnal) 21l 13y Ada yall 45 gaall o sheal) 1 5il A gual) Jualiil o iy & (<A

Taking this view into account, plenty of acoustic information was available in the above examples for the words legislatures
and splice to be accessed and to survive the post-access check. Thereafter, the [s] in legi_ latures and the [p] in s_lice were
“heard” based on the invariant phonemic information obtained from the lexicon, rather than from the initial acoustic signal.
The fact that people can perceive the phonetic structure of nonsense words (e.g., plice) demonstrates that speech

perception based solely on the acoustic signal is indeed possible, with no assistance from the lexicon (by definition, nonsense
words are not stored in the lexicon, so they cannot engage post-access matching). However, the existence of phonological
illusions, like phoneme restoration, demonstrates how the perceptual system can cope when it encounters inadequate
acoustic information. In fact, all of these illusions demonstrate the constructive nature of all speech perception, not just
perception
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The Role of Orthographys>aY) a6 42

As we move into the next major topic for this chapter, lexical retrieval, we should address an important question that has
probably crossed your mind: what about reading? People living in literate societies spend much of their time decoding
language in written form. How different is decoding words in writing from decoding words in speech? Researchers concerned
with how written language is decoded have found that phonology plays a crucial role in decoding words while reading, but so
does orthography (Frost and Ziegler 2007).

e The orthography of a language is its writing system, including the
characters (graphemes) it uses and the set of conventions for spelling and
punctuation.

i 43 (Ll Cag o (e i ja) Gl elld i Le ALl BUss saThe orthography e
28 A Gladle § 40D Y) LAY (e de sana g
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e The basis of reading is the ability to decode individual words; this involves

matching each orthographic symbol (each grapheme) with a phoneme.

ey JS dilae e s shai 13 5 cda i) b€l 5 e ol e 5580 8 sel 8l il e
Programs for literacy and reading readiness that focus on training in phoneme-to-grapheme correspondences have been
very successful. This fact provides evidence of how closely linked reading is to phonology. The form-priming experiments
described later in this chapter offer more evidence of the fact that phonological forms are recovered for words, even when
we are reading them. The involvement of phonology in reading has been confirmed even for languages with writing systems
that represent morphemes rather than sounds, like Chinese (Perfetti, Liu, and Tan 2005). Thus, retrieving words presented in
writing involves reconstructing their phonological representations. There is also some evidence that people’s knowledge of
orthography can mediate how they access their lexicon. For example, one study found that speakers of French were less
likely to be able to identify the phoneme /p/ in words like absurd than lapsus, because in the former, pronounced [apsyrd],
the /p/ is spelled with the letter b (Halle, Chereau, and Segui 2000). Another study measured how well Hebrew—English
bilinguals performed in a phoneme deletion task, involving monosyllabic words that sound exactly alike in the two languages,
like [gan] (gun in English, “garden” in Hebrew) or [bat] (but in English, “daughter” in Hebrew) (Ben-Dror, Frost, and Bentin
1995). Importantly, English uses three letters (each corresponding to one of the phonemes) to represent these words, but
Hebrew only represents the consonants: |a (gn) for “garden” and N2 (bt) for “daughter”. Participants were asked to listen to
the words and delete the first sound; words in each language were presented separately. Native English speakers (for whom
Hebrew was a second language
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e Word list for simulated lexical decision task.
cseanadl Sl il daga slSladd CLSH AalE o
e For each string, write Y if it is a word of English, N if it is not.
OSS Al 1) N edg jalasyl 8 AWK calS 1Y) Y ST e string JSU o
CLOCK DOCTOR ZNER FLOOP
SKERN NURSE TABLE FABLE
BANK TLAT URN MROCK
MOTHER PLIM HUT BAT
e They will see throughout the experiment, a subset of those is of interest to
the investigator: those words contain a contrast being investigated in the
experiment.
RPN PRI *EON VS B g GE P I P PR VOO PR TN S N PR T L P PR RS P
EIPC PR T PN e NEPFR

To simulate how a lexical decision task works, consider the 16 letter strings in Table 6.1, and write Y or N next to each one, to
indicate for each whether it is a word of English. Try to write your responses as quickly as possible. You probably wrote N
next to six of the letter strings, and might have even noticed that you responded to three of them very quickly — TLAT, ZNER,
and MROCK — and to the other three somewhat more slowly — SKERN, PLIM, and FLOOP.

e All six strings are non-words in English, but the first three violate the
phonotactic constraints of the language.
3 gaal) i A J ol (S5 ¢y jalaiy) A& QLU ALE e 45l strings g o
42l phonotactic
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e Impossible non-words, like TLAT, ZNER, and MROCK, are rejected very
rapidly in a lexical decision task.
daga A3 S Ac s dua b o MROCK STLAT, ZNER, Ji Impossible non-words e
el )l
e |tis asif the lexical retrieval system were carrying out a phonological
screening of sorts, not bothering to look in the lexicon when the string is
not a possible word in the language.
slic 4ndi Al Y g 9 (e (S pall panidll o) ja) o8 anaae gla yiul ol IS J LS g2 @
Al 8 aiCas 4alS Gl string Ledie anaall 8 il
e |n contrast, possible non-words, like SKERN,PLIM, and FLOOP, take longer
to reject, as if the retrieval system conducted an exhaustive, ultimately
unsuccessful, search for their entries in the lexicon.
LeS ¢yl Jshal L g (§ yxiuy (FLOOP s <PLIM «SKERN Jie «lalSll je (Sae (Jiialls o
aanall L agilS L o inally ccillaall dlgly iy el g g la il allai (5 al

Experimental evidence for the distinction in lexical access between possible and impossible non-words is abundant; one
interesting example is a brain imaging study that used positron emission tomography (PET) to measure blood flow changes in
the brain while people were presented with real words (BOARD), possible non-words (TWEAL), impossible strings of
characters (NLPFZ), and strings of letter-like forms — “false fonts” (Petersen et al. 1990). Petersen and colleagues found that
the same areas of the brain are activated in response to real words and possible non-words, and that these areas are
different from those activated in response to impossible non words and “false fonts” strings.
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e The cohort model of lexical access
=22l Jgasll cohort zisel o
e Models about lexical access help us understand more about the rapid and
unconscious retrieval of words from the lexicon.
O LS e DU g a syl g la i) e 2y 3l agds Lae b censall Jga sl o 3l @
aaxdll
e One such model, the cohort model of lexical access (Marslen-Wilson and
Tyler 1980; Marslen-Wilson 1987) accounts for many facts about lexical
retrieval and helps summarize a number of facts related to lexical access
described in the preceding sections.
Al (e T Cllia anaddl J s sl cohort 73 sais cJul) 138 e zilaill s o
2 a e (anaall J g gl Alaiall Bl (e 220 adll e deluy g anaall gla yindl
ER AR
e A word’s cohort consists of all the lexical items that share an initial
sequence of phonemes.

e sill e Sl a8 @ jids il dpassall jalisll aiead cohort 4eK Callii o
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e According to the cohort model, acoustic information is rapidly transformed
into phonological information, and lexical entries that match the stimulus
phonologically are activated.

OYlaa g A g Gilaglra () de pun Azl Gla sladll dﬁ)&ﬂc cohort C.J)A.'\Mﬁéj °
.phonologically tehais il jaéail) gidad Al dsasas

After the first syllable of a word is received, all the lexical entries in its cohort will be activated; after the second syllable is
received, a subset of those will remain activated (when an entry ceases to match, it deactivates).

e Finally, at some point — before the end of the word, if the target word is
unambiguous — a single lexical entry will be uniquely specified, and it will
be retrieved.

aazall JAY) - 4 ad Y ALK ga Caagd) (IS 13 AalSl Al B - il je i o) sl e
Acla yiu i g e sl di

e This is called the recognition point for the word, and on average it occurs

within 200 to 250 milliseconds of the beginning of the word.

e 250 5200 (st (o 45 saa Jan sia o 2ilal) 5 ALK Cal yie W) Al e e l3a o
Al Al (e 4G
e Of course, if a word is ambiguous and has more than one lexical entry,

there will be no recognition point before the end of the word, so all entries
that are pronounced the same will be retrieved.

ol yie) dla oS o canl g e S canae JAde L5 ddaal gy KN il 1Y) okl @
A Glaill 4 i) VLAY A 21 il L Gl S dles J8 Al

The fact that words can be retrieved before they are completed has been demonstrated by Holcomb and Neville (1991) in an
event-related potentials (ERP) experiment. Recall from Chapter 3 that there is a brain response, the N400, associated with
the presence of semantic anomaly in a sentence. Holcomb and Neville (1991) showed that the N400 begins long before the
entirety of a semantically anomalous word has been heard. According to the cohort model, an initial cohort of phonologically
similar words is activated and, by the word’s recognition point, one is selected and integrated into the representation of the
sentence being constructed. If this results in a semantic anomaly, given the context, an N400 wave is the neurophysiological
result. The cohort model predicts that the initial part of a word will be more important for lexical access than its end, a
prediction that has been confirmed by a number of different kinds of experiments. Mispronunciations at the beginnings of
words are detected more accurately than are mispronunciations at the ends of words (Cole, Jakimik,and Cooper 1978). The
phoneme restoration effect is also more robust when the missing phoneme is in the middle or at the end of a word rather
than at the beginning (Marslen-Wilson and Welsh 1978). Final
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consonants are also much more frequently involved in slips of the ear than are initial consonants (Bond 2005). The cohort
model (as well as other similar ones about lexical access) assumes that every word in the lexicon has some resting level of
activation. Stimulation by matching phonological information increases a word’s level of activation. When activation reaches
some threshold level, the word is retrieved and is then available for use for subsequent processing (be this making a lexical
decision, or incorporating the word into an ongoing sentence). The notion of activation helps account for the observed
frequency effects in lexical retrieval. High-frequency words have a higher resting level of activation than do low-frequency
words. Since retrieval depends on a lexical item reaching some threshold of activation, high-frequency words will reach that
threshold faster than low-frequency words. The phenomenon of priming is also accounted for by the concept of activation. A
prime increases the activation of words related by either form or meaning, enhancing their retrieval.
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e A factor that affects retrieval times for words is neighborhood density.
.neighborhood density. 48US s QLS gla jinl Gl je Higi Sl Jal g2l (0 @
e A word's neighborhood consists of all the lexical items that are
phonologically similar. Some words have larger cohorts than others:
U=z phonologically 4: i)l deasall jualiall araal neighborhood alS allsi o
b e e S] z) 8 Ll LK

the word cot has many words that are phonologically similar to it, so it is said to come from a dense neighborhood; in
contrast, the neighborhood for a word like crib is more sparse. Words with larger phonological neighborhoods take longer to
retrieve than those from smaller neighborhoods (Connine 1994). The finding is reasonable: more phonological information is
required to specify uniquely a word from a dense neighborhood than from a sparse neighborhood. Another factor that has
been found to affect retrieval is the similarity between the phonological information in the input and the phonological
representation of the word in the lexicon. A priming experiment by Connine, Blasko, and Titone (1993) explored this factor,
by using nonwords to prime actual words. Connine and colleagues created what they called minimal and maximal non-words,
by replacing the initial phoneme of words by a phoneme that was minimally or maximally different from the original. For
example, based on doctor, toctor is a minimal non-word (/t/ and /d/ are both alveolar stops), while zoctor is a maximal non-
word (/z/ is a fricative, while /d/ is a stop). Both base words (doctor) and minimal non-words (toctor) facilitated retrieval of
semantically related targets (like nurse), but maximal non-words (zoctor) did not have this priming effect. Recall that when
we discussed phonemic restoration, we pointed out that the acoustic representation of the deleted phoneme must be similar
to the actual phoneme for restoration to take place. This is because lexical retrieval (and post-access
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Study Questions

1. Why is co-articulation so important for speech perception?

2. When comparing the syllables [di], [da], and [du], what is meant by the statement that the initial consonant [d] exists in
the speaker/hearer’s mind but not in the physical speech signal?

3. What are the sources of variability in speech? How does speech perception overcome acoustic variability to create a
mental percept?

4. Explain categorical perception, making reference to Figure 6.5. How does the hearer’s linguistic competence influence his
perceptual categories?

5. What does it mean to say the perceptual system is constructive?

How do phonological illusions support this claim?

6. What are some ways that speech perception in a second language differs from speech perception in the native language of
a monolingual?

7. What are some of the differences between languages in the way that suprasegmental information is used during speech
perception?

8. What is the role of phonology during reading? What is the role of orthography? Do these two systems operate
independently?

9. What is the difference between bottom-up and top-down processing? When do psycholinguists think that top-down
processing is used by the hearer? Is this a conscious decision on the part of the hearer?

10. How does the frequency and ambiguity of lexical items affect subjects’ performance on a lexical decision task? Do these
variables have the same effect when words are processed in sentences?

11. What are “garden path” sentences? Why are they of interest to psycho linguists?12. Lexical processing in sentence
comprehension involves two operations: retrieval and selection. How do Swinney’s crossmodal priming experiments
demonstrate these processes with respect to ambiguous lexical items?
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e ELAN, thus, is the brain’s response to word category errors, that is, when
the category of a new word does not fit into the current structure being
built by the parser.

B AalS (e 438 Ladie g8 138 5 Al oo 48 e glaall dlain) sa ¢ Ul cELAN @
el J8 e sl (5 Al Al 4l ae aanii Y
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e The brain responds slightly differently to morphosyntactic violations:
:morph syntactic <SSy SLE Calisg JS0 glaall Cusiun o
a. *The elected official hope to succeed.
b. The elected official hopes to succeed.
e Subject—verb agreement violations, like the one in (5a) compared to (5b),
elicit a LAN, involving negativity around 300-500 milliseconds after the
onset of the anomaly (Osterhout and Mobley 1995).

skl G LAN L5 ¢(B5) 3,lia (A5) (A aals Jie - g sum sally Jadll () CiSlel @
SLE ey 23 430 -die 500-300 s Al e

Ungrammaticality, like word category errors and morphosyntactic violations, also elicits a P600 —an ERP component
involving positivity at around 600 milliseconds (Osterhout and Holcomb 1993). We will see later in this chapter that the P600
is also a characteristic brain response to garden path sentences (introduced in Chapter 6), which are grammatical but hard to
process for structural reasons. All of these ERP components are different from the N400 component, which is elicited by
semantic anomalies. That the brain should have such specific responses to different types of syntactic anomalies, which in
turn differ from responses to semantic anomalies, is strong evidence of the psychological reality of syntactic structure
building during sentence comprehension.

B The clause as a processing unitdallas 8aa g o jLisly b ad)

Recall from Chapter 2 that a clause consists of a verb and its arguments. (In the tree-diagramming notation introduced in
Chapter 2, a clause is an S-node.) A given sentence can include an independent clause and one or more dependent clauses.
Each clause corresponds to an integrated representation of meaning and an integrated representation of structure, so
clauses are reasonable candidates for processing units. Clauses correspond to manageable units for storage in working
memory during processing. In Chapter 5, we described research in sentence production suggesting that clause-sized units are
used in planning. It is not surprising that clauses — units containing a verb plus its arguments —also play a role in perceptual
processing. Decades ago click displacement studies confirmed the idea that clauses constitute processing units (Fodor and
Bever 1965; Garrett, Bever, and Fodor 1966). These studies worked on the principle of perceptual displacement that was
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briefly mentioned in Chapter 6, in the

N \" NP N

Knows N
Mirabelle A
Mirabelle knows the boys next door the boys are
rowdy

Figure 7.1
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e The simple sentence in (7a) consists of a single clause, while the complex
sentence in (7b) contains two clauses — an independent clause (Mirabelle
knows [something]) and a sentential complement (the boys are rowdy);

e (55885 (B7) (8 saiaall daall ) cpn (B daa) 5 oy e 0S5 (A7) (o2 Aased) Aaall o

the boys are ) 43\ 5 (Mirabelle knows something) Jéiwall Ja il - (4 jle
¢(rowdy

e Figure 7.1 provides diagrams for the two sentences.

Caileadl Aly o g ) 7,1 JSAD 003y @

The work of the parser is, logically, facilitated when important syntactic constituents, like clauses, are marked explicitly in the
signal. Clause boundaries can be marked by function words (like that or who),by punctuation (commas or periods), and by
prosody (pitch movements or pauses). In (7b), the boundary between the two clauses is not marked.

e Compare it to the following, where the complementizer that identifies the
beginning of the new clause:
raaall il Ay complementizer 23 Cua (Ll dlld ) JlE o
c. Mirabelle knows that the boys are rowdy.

Many investigations — Hakes (1972), for example — have demonstrated that more computation resources are recruited in
processing sentences like (7b) than sentences like (7c). Sentences with marked clause boundaries incur less psycholinguistic
processing cost than do sentences with unmarked clause boundaries.

B Structural ambiguity
e Deconstructing the incoming signal into individual clauses and computing
their internal structure is not the only task that the parser faces during
sentence processing.
s sl Aagall o Gl AR LS A sall g dn all dag Al 8 Ba ) ol 3 LAY GLS& o
Al Aadles ol Jlaall 4al 53
e |t must deal with the structural ambiguity of many sentences.
Jaall e S ) (2 gaall ae el (O oy @
e In earlier chapters we discussed globally ambiguous sentences, like the
following:

rsh Lo Jie e allall pmall o diadall AlSa Y Ldsl A5l J adlly @

212

e Global ambiguities provide insight into sentence processing, and so do
local ambiguities.
local ambiguitiesa® 1354 5 cdlaal) dalleal 4855 Hlai _allall (mgerll 850 @
e We have already seen a locally ambiguous constituent, in the sentence in
(7b), where the NP the boys could initially be either the object of knows or
the subject of a new clause.
055 O (Sar boys NP Caa ((B7) 8 dleall 8 cllae (aale () oSall e Lyi 31 o
paa Ll il g sage 5l knows (e S L) Ayl
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e The ambiguity is local, because information coming later in the sentence
serves to disambiguate.
disambiguate e Jexil dlaall & 3aY i gy AU Claslaall GY @l g ¢ Jaall (agazll o
U e A )
e Assoon as you get to the next word (are), the first structural alternative is
ruled out.

B0 JsY ) ) oS ((gre) A Al e Jaasi o jaa o

e Local ambiguities are everywhere. To illustrate this for yourself, try to
complete the phrase below as many different ways as you can think of:

Gkl e daedl LeS slial dleadl JLeS) Al glaal el 138 i sil lSa IS Al (a sexll o

© S LS Aaliz )

(9) The student told the professor that ...There are many possible

continuations; all of the following are structurally very different:

(9) a. ... he wanted a better grade.

b. ... taught the course that he wanted a better grade.

C. ... really unbelievable story.

e |n(9a), that is a complementizer; introducing a sentential complement; in
(9b) that is a relativizer introducing a relative clause. In (9¢), that is a
demonstrative adjective introducing a noun phrase.
oaal Aila i dia 58 1385 ¢(C9) A .B3laie b s JB) relativizer s» 1325 (B9) A @

4any) dlaal)

e Sometimes local ambiguities are resolved very quickly and go completely
unnoticed.

Lol aal LedaaSl of (50 g Jan Ao o ol i gasll Ja oy Ulal @

e This is probably the case for the local ambiguity in (7b). Other times,
however, a local ambiguity can lead to a garden path, as in the sentence
below (Bever 1970):

U sell Sy I3 aa s AT Ukl 5 (B7) o8 (laall G gaall dpily Jall oo 13 Las; o

oLl ileally LS ¢ garden path ) a5 Of sl

(10) The horse raced past the barn fell.

e (Before you continue reading, try to identify the local ambiguity in (10); it
will help you explain why the sentence is a garden path.)

78 Gle daclus G (10) 8 laall (a sesd) apasil A dlaa b cse) il bl ga J8)
(.garden path s aSall o i ol
e The structure in (10) includes a reduced relative clause, a construction we

30 dsiall




[l €]
ANASF

discussed in Chapter 2, with examples like the following:

b Lo Jie Uil pa 02 Juadll 8 Lilas e ol g o aidie s 2y (paaly (10) A JSiedl @
(11) Danielle emailed me a photograph of the Corvette raced at the Daytona
Speedway.

e In(11), the reduced relative clause is raced at the Daytona Speedway. In
(10), the reduced relative clause is raced past the barn — reduced from
which was raced past the barn.

L 3l 3l s ((10) 2 .Daytona Speedway & aidie il b8l Gilid ¢(11) A @

.which was raced past the barn (» aaédic — aldl (médie ol

As noted in the previous section, the parser’s work is facilitated when a new clause is marked explicitly
by a
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during the morning and seen during the morning. However, only (16a) should provoke a garden path, because watched can
be a simple past or a past participle, but seen cannot be a simple past. Juffs found that the second language learners, like
native speakers, were misled by the local ambiguity, as reflected in reading time patterns that were similar across the
different groups of participants. Both native and non-native speakers experience a garden path effect with sentences that
contained ambiguous verbs like watched, but not with sentences with unambiguous participles like seen.

m Attaching new constituentsdyiad) <l gSal) Loy

So far we have described how the parser deals with local ambiguities for which one of the structures is syntactically simpler
than the other. For such local ambiguities, the parser chooses the simpler alternative, by application of minimal attachment.
There are some ambiguities whose alternative structures are equally syntactically complex.

e Such ambiguities can be resolved by a structure building strategy called
late closure.
late closure em JSigd) elid dpal yiu) 3y yha e Leds Sy (i senl) 124 o
e This strategy prompts the parser to integrate new words received from the
lexical processor into the syntactic constituent that is currently being
processed.
S s il O sSall  anaall allaall (o an g B GllS mead Jlae daal ) Qllay @
8 et Wl (g

Put another way, the parser has a preference to attach new material to more recent constituents rather than constituents
that are farther away (Recency Preference, Gibson et al. 1996), because this is a computationally easier alternative. The name
of the strategy is traced back to an early formulation (Frazier and Fodor 1978), which proposed that the parser keeps the
constituents it is working on open as long as possible.

e The application of the late closure strategy is behind many unintended
interpretations of sentences in the popular press, like the following two
headlines:

Canaall AlSaY 33 palall e Gl il e 2=l o) 55 58 GBIEY) AL sl daad) yiu) Gulai e
radll) g bl i el

(17) Physicists are thrilled to explain what they are doing to people.

(18) Two Sisters Reunited after 18 Years in Checkout Counter

31 daiall




[l €]
ANASF

e |n both of these, the final prepositional phrase attaches inappropriately to

a recent constituent, resulting in a funny interpretation.
Aaimn joudi ) (53l Lo a1 A0Sl B3 e IS5 G3lad Seil) Jall 3 le ocpda (o

e For (17), applying late closure results in an interpretation that suggests
physicists are using human subjects in their laboratories; for (18), you
might wonder what store has checkout lines with a wait of up to 18 years.
Late closure can account for the processing cost associated with sentences
like the following:

&b Omed¥) alaniuY ) by 5l jady (M iy (lay HAle 5y G 0kl ((17)J @
&) Jai Baal SN e gz 5 Al Jaghadd Ll () 5 Le Jelul i€ 288 ((18)J ¢agsl yside
g_;L LS e\SA;‘}[\ dari yall Aadlaall 485 Olas (S )';\j“j\ alel Wle 18
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contribution to an ongoing conversation could then preempt complete processing of complex structure.

e Experiments by Fernanda Ferreira and colleagues (Ferreira and Patson
2007) suggest that, sometimes, people build syntactic representations that
are just “good enough.”

pans o) (2007 Osmils 1) o33 55 | 18U LS (Al o
" AU 4 Lo 3aa 3 e o 4 il O L Gal &SV (laY)

e Consider the following examples:4il) Ay Jc adl

a. While Mary bathed the baby played in the crib.

b. *While Katie fixed the car hit a fire hydrant.

e The sentence in (22a) is difficult to parse, because the baby is initially taken
to be the direct object of bathed, rather than the subject of played.

e bl GBS & O baby Aadl 8 2] (Y delilat camall (10 (A22) S dleall @
played. ¢ s<a5a (= Y2 ¢ bathed

Ferreira and colleagues have found that participants asked to read such sentences, when asked about the correct
interpretation, respond in ways that suggest they did not ultimately build a correct structure. For example, if asked Did Mary
bathe the baby? they will incorrectly answer Yes (Ferreira, Christianson, and Hollingworth 2001). Apparently, the parse in
which the baby is the direct object of bathed persists. Other experimental results support this idea: participants will correctly
judge ungrammatical sentences like (22b) only about one-third of the time (Ferreira and Patson 2007). Notice that (22b) is
ungrammatical because the verb fix requires a direct object, and the verb hit requires a subject; there is only one NP, the car.
Compare (22b) to the grammatical sentence, While Katie fixed her hair the car hit a fire hydrant.

m Filling gaps<_ail) A

e Another function of the syntax is to move elements of a sentence around,
obeying universal restrictions on movement and language particular rules.
A a Sl e gl Aol el s Aleall jualic ol a3 oo Aleadl oliy o s AT Aiks o
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e An element that has been moved is called a filler, and it has left a gap at its

original position.
ha) dxd ga 85528 & 5 8 4l 5 ¢ fillers e Lo 4lii o3 ) jualiall 0] o

e Inorder to create structures that represent sentence meaning, when it
encounters a filler, the parser must identify the location for its gap.

Jadl parser e e ¢ filler 4a) s Lexie dlaall Jine Jiad Al JShell olisl Jal (10 @
3 52l a8 g0 22T

¢ In the following sentences, which car is the filler:

(23) a. Which car did Mike drive?

b. Which car did Mike force off the road?

¢. Which car did Mike force Mary to buy?

e Finding the gaps can be a very simple process, as with (23a) or (23b), where
the gap is obviously in the direct object position, right after the verb, drive
and force, respectively. Matching fillers and gaps can get

ssadll Cua ¢(B23) sl (A23) ae Jall sa LS el Adapsy Alee &l il o diall (Sar @
Ry (sl e ¢ drive - force «Jadll azy s il 3 il (KN aca sall 8 dsial
gl fillers il Lple Jgeanl
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