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e Research Methods & Design-Dr. Abdullah Al Fraidan
e Lecture 12-Your research variables

Your research Variables- ¢lia; & g
1) How many variables are centrally involved?
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e We are not counting here the variables you might want to
exclude the effects of... see later, just those that are
central to a RQ or RH.
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e So is this a one variable design, two variable, three variable
etc. design? In the jargon: univariate, bivariate or beyond
two variables it may be either factorial or multivariate (As
a rough guide, it would be called factorial only where there
are two or more explanatory variables in categories, see
below for explanation, otherwise it would be called
muItivariate)
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e In this course we stick to two-variable designs, since
understanding them properly is the key to understanding
more complicated ones.
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e In fact often a study with many variables can be broken
down into a whole lot of RQs each dealt with as a two
variable design. E.g. in a questionnaire you ask Taiwan
senior high school learners of English their gender and also
how often they use 20 different reading strategies; you
also give them Nation’s Levels test to check their vocab
proficiency.
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e You then potentially have a whole lot of two variable
analyses (each with its own research Q or H!), involving
gender in relation to each of the 20 strategies and vocab
prof in relation to each of the 20 strategies (so 40 two-
variable designs are analyzed).
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2) What roles do the central variables each play?
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e Often we think of one or more variables as potentially 'explaining’
or 'causing' or 'affecting’ or 'predicting' one or more of the others.
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e Forinstance gender would be regarded as 'explaining' any
differences in use of strategies we find.
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e It would be odd to regard strategy use as somehow affecting
people's gender!
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e In the jargon, the 'explaining' variable (or variables) is perhaps
most neutrally labeled the 'explanatory variable' (EV, as | prefer),
but many call it the 'independent variable' (IV), or in some special
design circumstances 'factor' or 'predictor’.
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e The other variables are then 'dependent variables' (DV) or
sometimes called 'response variables' etc.
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e Sometimes there is no obvious EV - DV distinction among
variables, e.g. if you are interested in the relationship between
learners' grammatical proficiency and vocabulary size it is not
obvious that either one is potentially affecting the other.
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e Then regard the design as having DVs only.
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e There is a reason for talking in weaker terms and saying that one

variable ‘explains’ another, or just ‘is related to’ it, rather than
more strongly saying it ‘causes’ it or ‘affects’ it.
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e Much language research is not experimental in the true sense,
and the conventional wisdom is that it is only in a proper
experiment that cause and effect can definitely be demonstrated.
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3) Is this an experiment, in the strict sense?

Cdalsll gdal Jaally dgad i Ja e




Your research Variables

5) What variables are or should be considered additionally to the central
EVs and DVs?
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These are variables that you might need to control, in the sense of 'exclude
the effects of' (which I call CVs!).
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They may well not be mentioned in the research question/hypothesis, but
are nevertheless crucial.
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They are things that may otherwise interfere with the results and make it
hard to interpret what you discover about the central variables in the
design.
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You can 'control' or eliminate such variables in various ways.
Adlide (§ s ol yuriall o2a o gliaill of A8l ' i€,
One is by making them constant. E.g. you choose only people in their
twenties for a study comparing men and women, thus eliminating the age
variation factor; for an experiment where people read two types of text
(narrative and argumentative) you make all the texts at the same level of
vocabulary difficulty.
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Another way is to randomize the variable (or, more often, claim it is as good
as random, even though you have not strictly randomized it...): to eliminate
age you pick men and women randomly of all ages, so hopefully you will
not get a lot more older people in one group than in the other.
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We have already seen also the 'stratified sampling' solution to this sort of
problem, where you would pick equal numbers of people of different age
groups in each gender, and the use of the 'matched subjects design' which
also eliminates this, if age is chosen as one of the variables to be used for
matching.
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If you fail to make sure relevant variables are controlled, then you may
have what is called a 'confounded' design. E.g. you want to compare
people's strategies depending on the rhetorical type of the text they read
(narrative vs argumentative), but you use texts where the difficulty of
language and unfamiliarity of topic is greater in the latter texts than the
former.
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Then if you find a difference between text types in the strategies readers
use, a critic afterwards will say 'maybe your result really shows a difference
between easy and hard texts, not narrative and argumentative ones'.
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You will have failed to 'control' language and topic difficulty and have
'‘confounded' these variables with your targeted EV.
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In much language research ideal control is not possible. In theory, it
is only in experiments that it could be fully achieved. E.g. suppose
you study learner behavior going on in classes in a school taught by
two different means (which could be either naturally occurring
means or ones you experimentally impose).
Y oa e el lail) Aalill (e (San e sa Ul aSail) dal 8 KN Gl
2 (Sae alriall & gLl Al Al il (a8 Dlie | JalS (S5 Leliad (e o jlas
Lol 085 O (S (AlY) Adlina Jiba g cpfil I G e A e (A Al ) J gaadll
(Lmoad G Jila )l @l i dasda
You will typically have to use existing classes ('intact groups') rather
than take students and randomly assign them to the two method
groups.
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Hence you cannot control whether, say, more proficient students
get into one group than another.
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The best you can do here is to at least record as much as you can
about the subjects in the two classes with a little background
questionnaire.
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Then you can afterwards use the information about proficiency, for
example, to help interpret the findings, and maybe analyses the
data with the effects of prof statistically taken into account and
discounted (by treating the offending variable as a ‘covariate’ in the
analysis, but that is an advanced topic).
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Obviously the 'alternative' research paradigms do not lend
themselves to control and rely heavily on delicate interpretation by
the researcher of how all the uncontrolled factors might have
affected what is observed.
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